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Introduction 

The Least Mean Square (LMS) algorithm was first 

developed by Widrow and Hoff in 1959.  It has become one of 

the most widely used algorithms in adaptive filtering (Zaknich 

2003). The LMS algorithm is a type of adaptive filter known as 

stochastic gradient-based algorithms as it utilizes the gradient 

vector of the filter tap weights to converge on the optimal wiener 

solution. It is well known and widely used due to its 

computational simplicity. It is this simplicity that has made it is 

the benchmark against all other adaptive filtering algorithms        

(Long 1996). With each iteration of the LMS algorithm, the 

filter tap weights of the adaptive filter are updated according to 

the following formula 

w(n+1) =w(n)+2μe(n)x(n)           (1.1)    

Here x(n) is the input vector of time delayed input values, 

x(n) = [x(n) x(n-1) x(n-2) .. x(n-N+1)]T. The vector w(n) = 

[w0(n) w1(n) w2(n) (Bernard Widrow 2002). 

w(N-1(n)] T represents the coefficients of the adaptive FIR 

filter tap weight vector at time n. The parameter μ is known as 

the step size parameter and is a small positive constant. This step 

size parameter controls the influence of the updating factor. 

Selection of a suitable value for μ is imperative to the 

performance of the LMS algorithm, if the value is too small the 

time the adaptive filter takes to converge on the optimal solution 

will be too long; if μ is too large the adaptive filter becomes 

unstable and its output diverges (Marque 2005).  The input 

signal is sampled at 1 KHz, with 16 bit number using IEEE754 

floating-point format which is considered as a test vector for 

benchmarking the proposed technique. The signals (reference 

and actual) are fed to the architecture at a data rate of 16Kbits 

per second. The adaptive algorithm designed for 8stage (8
th
 

order) is used to filter the signals to produce the error with 

latency of 8 clocks and throughput of 1 clock cycle. The 

equivalent design architecture for the LMS is shown in Figure 

1.1 where data1 refers d(n) , data2 refers x(n) ,fir_op refers 

y(n),error e(n) and c0 – c7 refers w (n). ECG  

 
Figure 1Designed architecture of Least Mean Square (LMS) 

Each iteration of the LMS algorithm requires 3 distinct 

steps in this order (Haykin 1992). 

1.  The output of the FIR filter, y(n) is calculated using equation 

1.2. 
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2.  The value of the error estimation is calculated using equation 

1.3 

                               e(n)=d(n)-y(n)                               (1.3)    

3.  The tap weights of the FIR vector are updated in preparation 

for the next iteration, by equation 1.4. 

             w(n+1) =w(n)+2μe(n)x(n)         (1.4) 

The main reason for the LMS algorithms popularity in 

adaptive filtering is its computational simplicity, making it 

easier to implement than all other commonly used adaptive 

algorithms(Emmanuel 2002). For each iteration the LMS 

algorithm requires 2N additions and  2N+1 multiplications (N 

for calculating the output, y(n), one for 2μe(n) and an additional 

N for the scalar by vector multiplication) (Keshab 1999). 

The architectures of LMS is designed using Verilog HDL 

(RTL Level Coding).The simulation reports of these 

architectures are shown in Figure 1.1.  

The obtained results at the 8
th

 iteration output of LMS is 

38403(unsigned 16 bit value).The LMS architecture is 

considered in this research and modeled using HDL language 

for hardware implementation (Mark Gordon1999). The Figure 

1.1 shows ModelSim simulation results at 10
th

 and 20
th

 

iteration.  

 
Figure 1.1 Simulation result of LMS architecture 

Synthesis Design Flow 

 The next phase in the ASIC design flow is converting RTL 

code to the gate level netlist, called synthesis, targeted to the 

specific technology. TSMC 130nm technology is selected as a 

target library and Synopsys Design Compiler tool is used for 

synthesis (Basker 2004). 

  Synthesis is a three-phase process where it starts with 

translating the RTL code to the gate level netlist (Michael 2001), 

The netlist is optimized using the constraints given. Constraints 

are two types namely, environmental and optimization 

constraints. Optimization constraints include operating 

frequency (clock period), input and output delays at the IOs. 

Operating temperature, process variations, supply voltage and 

wire load models comes under Environmental constraints 

(Ahmed Elhossini, 2004). The Figure.2.1 shows the schematic, 

which was generated after synthesizing the RTL code 

 
Figure 2 Synthesized schematic of LMS architecture 

Static timing analysis: 

Once the design is synthesized the next step is to verify the 

design for timing. STA is the process in which the delays of a 

circuit are calculated by adding the individual gate and net 

delays for each path, also the process in which the path delays in 

a circuit are compared against their required minimum (hold) 

and maximum (Setup) values. Static Timing Analysis uses 

SPICE characterized data stored in a technology library to verify 

circuit‟s timing. Synopsys PrimeTime is used for the timing 

analysis. The PrimeTime is a sign-off static timing analysis tool 

targeted for complex, multimillion-gate designs.  

Timing reports of LMS without and with pipelined 

architectures are shown in Figure 3 

 
 

Figure 3 Timing report 

The Figure 3.1 shows the histogram of the path slack. The 

design meets the timing requirements, but there are 118 paths, 

which have the equal slack.  

This will increase the congestion (lack of routing resources) 

in the physical design flow and timing will get worse in critical 

paths.  

 
Figure 3.1 Timing histogram of LMS 

Design compiler has in built capability for finding the 

area requirement. The results obtained are shown in Figure 3.2 

the cell area is 6.4 square mm and the net is is 11.217. 

 
Figure 3.2 Area reports of LMS 

The power report taken from the design compiler. The total 

dynamic power is 64mw for LMS. DC also can produce the 

power report for the design which is shown below.  

The design is expected to drive a fanout out of 1pf of load 

capacitance at 1.2 volts. The power report clearly mentions that 

the dynamic power is dominating the leakage power. Use of low  

Figure 3.3 power report of  LMS 
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Power techniques such as clock gating; power gating, multi 

Vt cells and pipelining the power consumption can be consumed 

by 30%.  

The synthesized netlist with the constraints file is taken into 

the back end design flow or physical design flow. During this 

phase, floorplanning, placement, clock tree synthesis and routing 

is done on the design to obtain the GDSII file, which can be sent 

for fabrication. The Figure.3.4 shows the power report taken 

from the design compiler. The total dynamic power is 63 mw.  

Figure 3.4 shows the floor-planned view of the design. 130 

I/O cells are placed on the perimeter, the cell utilization is 

considered to be 80% with flip chip and double back. The power 

supply for I/O cells and core area are separated, as both require 

different power supplies. Five metal layers are used for routing 

the entire design, power supply and ground connects are on the 

top layer. Floor planning is done using Jupiter XT the sign of 

tool from Synopsys.  

 
Figure 3.4 Floor planned die of LMS 

The floor-planned design is used for automatic placement. 

Placement is a process of placing the standard cells in suitable 

locations in the core area. The core area should be free from any 

obstacles like power routes, macros and hot spots. This is 

automatically done with the help of ASTO from Synopsys. 

Figure 3.5 shows the placed cells; since there are no red color 

displays, it implies that there are no violations.  

 
Figure 3.5 Placed design without any violations 

The design when placed it fit all the cells in the core area, 

has to be connected with clock supply, since the die receives 

clock from one source or one input pad, this clock pad has to 

drive the flip flops placed in the entire core area. The clocks 

reaching all the flip-flops should have minimum latency and 

zero skew. In order to meet these requirement clock tree network 

is identified that can carry clock from the pad to all the flops. 

This process is called as clock tree synthesis, which is a 

performed using Astro tool.  

The final stage in the design process is routing all the cells 

in the core area and to the I/O cells. Routing is two step process, 

first global routing is carried out and then detailed routing is 

performed. This ensures that all the cells are interconnected as 

per the netlist obtained during synthesis. And at the same time 

the timing is also met, after detail routing, only a part of the core 

space is shown for its interconnections. This is performed using 

Synopsys Astro. The layout of the final chip is shown in Figure 

3.6. The design does not have any DRC violations; it has met all 

the constraints as identified in the specifications. This is 

converted to GDSII file and sent for fabrication. The entire 

design is verified using sign off tools from Synopsys. 

 
Figure 3. 6 Final chip of designed LMS architecture. 

Conclusion 

Adaptive noise cancellation techniques such as LMS have 

been extensively used for noise cancellation techniques with 

good performances in this work These techniques have been 

extended for use in industrial  applications, wherein there is a 

need for accuracy, speed, reliability and cost. LMS algorithm 

has been realized on ASIC for comparison.  

New architectures that incorporate pipelining is proposed 

and realized. The proposed architectures have been modeled and 

verified for its functionality successfully.  

The models have been taken through the entire ASIC flow. 

Suitable results obtained at various stages of the ASIC flow 

using Synopsys clearly indicates that LMS is slow but optimizes 

area and power.  

The input signal is sampled at 1K samples per second; has a 

date rate of 16Kbitsper second when fed through the proposed 

hardware produces output at 16Kbitsper second with latency of 

8 clocks and throughput of 1 clock cycle. The proposed 

techniques have been modeled using Verilog HDL and 

compared with MATLAB results, which are then synthesized 

using Synopsis Design Compiler targeting 130-nanometer 

TSMC library and target technology.  

The synthesized netlist obtained for all the adaptive filtering 

techniques proposed in this research work is taken through 

physical design flow consisting of Floor planning, Placement 

and Routing steps. The overall size for the entire chip does not 

exceed by 2.15 square millimeters. 
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