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Introduction 

 The ALMS algorithm is to get fastest convergence 

algorithm compared to other LMS algorithms (Eric Wan 1996). 

Here, the error is reduced quickly and SNR is improved 

compared to other adaptive algorithms. In ALMS, the error 

(rather than the input) is filtered through an adjoint filter of the 

error channel as shown in Figure 1.1, performance regarding 

convergence and maladjustments are equivalent (ASPT User 

Manual 2006).  

 
Figure 1.1 Designed architecture of ALMS 

 Compared to all LMS algorithms ALMS algorithm is the 

best one. Here, we use two secondary filters in the input side and 

one in feed back side. By this, the error is reduced compared to 

LMS algorithm. The iteration of the ALMS algorithm requires 

the following steps: 

1. Filters the input vector 
)(nx

 through the adaptive filter 

coefficients vector 
)1( n

 to produce the filter output 

victory
)(ny

. 

2.  Filter 
)(ny

 through the secondary path filter s to produce the 

secondary actuator response at the sensor
)(nys

. 

3. Evaluates the current error sampling 

)()()( nysndne 
.note the error, here, it is formed by 

adding the signal rather than subtracting them to be compatible 

with real world sensors such as microphones and 

accelerometers. 

4. Filters the mirrored error vector 
)(ne

 through the estimate of 

the secondary path se to produce the filter-error signal
)(nfe

. 

5.  Uses 
)(nx

 and 
)(nfe

 to calculate the normalized gradient 

vector and uses this to update the adaptive filter 

coefficients
)(n

. 

6.  Supports both real and complex signals. 

 The wiener solution to the above problem is given by 

)()()( 1  psw 
w(ω) where 

)(w
 is the controller 

response at frequency ω. 
)(s

 is the response of the secondary 

path and 
)(p

 is the response of the primary of the secondary 

path at the same frequency. The adaptive controller will 

asymptotically approach this wiener solutions provided that 

)(s
 is a minimum phase functions (does not have zeros 

outside the unit circle) and the controller length is large enough 

to accommodate the above convolution if 
)(s

 is not 

minimum phase functions the adaptive controller. It will 

approach the causal part of the solutions if the controller is too 

short, then, the solutions will be truncated. 

Simulation Results 

 With functional verification, the design is ready for physical 

implementation, the first step in physical implementation is to 

use the HDL model developed and converted into an RTL code 

that can be synthesized. Hence, the RTL model is synthesized 

Tele:  

E-mail addresses:  njrmuniraj@yahoo.com 

         © 2011 Elixir All rights reserved 

Analysis of adjoint LMS adaptive filter using backend tools 
N.J.R.Muniraj 

Karpagam Innovation Centre, Karpagam College of Engineering, Coimbatore. 

ABSTRACT  

The proposed Adjoint LMS (ALMS) techniques have been modeled using Verilog HDL. 

The model has been verified using test benches with a functional coverage of 95%. The 

results obtained has been compared with MATLAB results, which are considered to be a 

benchmark. The HDL (Hardware Description Language) code is synthesized using Synopsys 

Design Compiler targeting 130-nanometer TSMC (Taiwan Semiconductor Manufacturing 

Company) library and target technology. The synthesized netlist obtained for all the adaptive 

filtering techniques proposed in this research work is taken through physical design flow 

consisting of Floorplanning Placement and Routing steps. The results obtained at each step 

are simulated for the functionality. The final GDSII (Graphical Design Standard II) file is 

generated for the proposed techniques.. The floor planning, placement and routing of the 

netlist ensures that the overall size for the entire chip does not exceed by 2.3 square 

millimeters.  The results obtained for ALMS adaptive filtering techniques using pipelining, 

parallel processing, low power techniques and floating point architectures have proven that 

the complexities in the industrial applications can be met if the design is implemented on 

ASIC. 

                                                                © 2011 Elixir All rights reserved. 

ARTICLE INFO    

Article  history:  

Received: 7 April 2011; 

Received in revised form: 

20 May 2011; 

Accepted: 27 May 2011;

 
Keywords  

ASIC,  

TSMC,  

FXLMS, 

GDSII,  

LMS,  

RTL. 

Elixir Adv. Engg. Info. 35 (2011) 2868-2870 

Advanced Engineering Informatics 

Available online at www.elixirpublishers.com (Elixir International Journal) 

 



N.J.R.Muniraj/ Elixir Adv. Engg. Info. 35 (2011) 2868-2870 
 

2869 

using industry standard EDA tool is called Design Compiler 

from Synopsys. DC is a tool for synthesis, in this process the 

RTL model is converted to gate level netlist. The gate level 

netlist should be able to meet area, timing and power 

requirements. 

 Optimization constraints include operating frequency (clock 

period), input and output delays at the IOs. For the present work 

TSMC 130 nanometer target technology is adopted for better 

performances.  

 The constraints mentioned for the design are maximum 

operating frequency 81.8 MHz; total number of gates is 318394 

cells, and power not to exceed more than 160.7 mW. Figure 2.1 

shows the output, which was generated after simulation. 

 The constraints mentioned select the required gates from 

TSMC 130 nanometer library. The design requires 4 inputs and 

it produces 1 error corrected output. 

 
Figure 2.1Simulation report of ALMS architecture 

Figure 2.2 shows the schematic, which was generated after 

synthesizing the RTL code. 

 
Figure 2.2 Synthesized schematic of ALMS architecture 

Table 2.1Chip report c of ALMS architecture 
Parameters ALMS 

Slack 1.43 

Maximum critical paths 61 

Number of ports 50 

Number of nets 130 

Combinational area in sq micron 200450.75 

Sequential area in sq micron 22298 

Total area in sq micron 264869 

Total Dynamic Power 112.96mw 

Cell Leakage Power 495.48uw 

ALMS architecture requires less cell area, has 130 total 

numbers of nets to be routed and it consumes 113.5mw of power 

at 1pf capacitance load.  

The chip report is shown in the Table 2.1. However, the 

effects in the chip report are being suitably reduced to a large 

extent by adopting optimized ASIC design methodology extended 

with proper floor planning, placement and routing being done 

semi automatically.  

The total die size for ALMS architecture is 2.293*2.293, the 

final chip is shown in Figure 2.3.  

 
Figure 2.3 Final chip of ALMS architecture 

Conclusion  

 Adaptive noise cancellation techniques such as LMS and 

RLS have been extensively used for noise cancellation 

techniques with good performances. These techniques have been 

extended for use in industrial applications, wherein there is a 

need for accuracy, speed, reliability and cost. Algorithm such as 

ALMS has been realized on ASIC. The proposed architectures 

has been modeled and verified for its functionality successfully. 

The models have taken through the entire ASIC flow. Suitable 

results are obtained at various stages of the ASIC flow using 

Synopsys. 

 The signal sampled at 1K samples per second has a data rate 

of 16 Kbits per second when fed through the proposed hardware 

which produces an output at 16 Kbits per second with latency of 

8 clocks and throughput of 1 clock cycle. The proposed 

techniques have been modeled using Verilog HDL and 

compared with MATLAB results, which are then synthesized 

using Synopsys Design Compiler targeting 130-nanometer 

TSMC library and target technology. The synthesized netlist 

obtained for the ALMS adaptive filtering technique proposed in 

this research work is taken through physical design flow 

consisting of Floorplanning, Placement and Routing steps. The 

results obtained for ALMS architecture outperform at the speed 

of 82 MHz. The overall size of the entire chip is 4.20 sq mm 

with a gate count of 318394.Constraints such as area, power and 

frequency have been used to optimize the design. A tradeoff 

between all the three have been identified and documented 
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