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Introduction  

 Scanning effectively and identifying key information 

quickly are the two most crucial skills for business managers 

who want to succeed in today’s information intensive 

environments. Simon [1, pp. 40-41] highlights this problem in 

the following way: “What information consumes is rather 

obvious: it consumes the attention of its recipients. Hence, a 

wealth of information creates a poverty of attention and a need 

to allocate that attention efficiently among the overabundance of 

information sources that might consume it.” Consequently, 

managers need ways to understand their business environment 

as well as to integrate this understanding into their planning and 

decision-making processes. The term Environmental Scanning 

(ES) refers to methods to achieve this integrative understanding. 

In our exemplarily considered, application domain of the 

hospitality industry, as well as in almost all other industries, ES 

activities are hampered by an information overload caused by 

the dramatic increase of relevant documents and messages 

emitted by an increasing number of information sources [2], [3]. 

The need for spending efforts, time, and resources in ES 

activities arises from the competition in recognizing new 

developments before a competitor does in order to set up 

superior business strategies and tactics already adjusted to the 

new developments. 

 One of the information environments becoming increasingly 

important with respect to ES is the World Wide Web (WWW). 

While information quality remains a major challenge, the sheer 

plethora of information sources plus the often available time 

stamp indicating when a piece of information became available 

makes the WWW an ideal environment to pick up crucial 

changes in the business sector. The information seeking process 

is heavily affected by the mental model of the manager. From a 

cognitive perspective, in a rough outline, the process of ES can 

be split into three stages [4] as follows: 

i. The discovery of new information should ideally be largely 

unguided by the a priori knowledge and predisposition of the 

manager; typically conceptualized in mental models, in order to 

prevent any restriction to already known areas and phenomena 

in the business environment.  

ii. During the expansion of already existing knowledge of the 

business world, the manager follows his or her well-defined 

information interests and thus, focuses more on particular 

aspects that are considered to be worth investigating in more 

detail.  

iii. In the third stage, there is a shift from detection to 

monitoring of developments in the business environment. 

Consequently, the mental model is updated to changes in already 

explored areas of the environment. 

 A successful support of the above ES process must account 

for the limited information processing capacity of humans: The 

first stage is the crucial stage triggering any subsidiary ES 

activities. Consequently, not the ability to scan but the ability to 

notice is the first step in augmenting the mental model of the 

manager to the business environment [5]. Against this 

background, the main objective of automated ES systems is to 

facilitate sensitive and context dependent reductions of the 

information overload that makes up the environment in which 

modern businesses must operate [3]. It should be noted that 

these reductions have to follow the idiosyncratic state of mind 

and information needs of the manager in order to grasp the 

relevant information of the business environment. So far, to the 

best of our knowledge, existing automatic ES systems lack in at 

least one of the three above modules: Wei and Lee [2] present a 

promising system that facilitates the detection of new events in 

document streams in the context of ES. However, with respect to 

the above ES process, the system does not support the discovery 

stage, since a pre specified set of event topics and their 

respective properties have to be defined beforehand by the 

manager. Moreover, the system does not present the results in 

any visual context. Thus, the detection of weak signals spread 

over various documents is not facilitated. Other ES systems 

concentrate rather on processes of information gathering and 

displaying (cf. [6]) but fall short of applying sophisticated 

methods of information reduction that exceed standard query-
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based filtering. For these reasons, the discovery of new 

phenomena is hardly supported in existing ES system 

approaches [4]. Moreover, no system supports the entire ES 

processor, therefore, assists the complete progression from 

searching and detecting new phenomena to regularly observing 

these on a daily basis. 

 
Fig 1 ES Process 

To that effect, this paper outlines an integrated system that 

contributes to effective ES, in terms of learning about the most 

relevant developments in the business environment with 

minimal efforts; by means of a text mining architecture utilizing 

three modules that map all three cognitive stages of the ES 

process (sees Fig. 1). 

1. Discovery: In a first step, raw textual data from an 

information source are organized by a self-organizing clustering 

process. As an innovative clustering methodology, we introduce 

a hierarchically growing neural network “H2SOM”, which is 

based on the self organizing map (SOM) principle. A focus and 

context- aware graphical user interface, which displays the 

cluster structure in a highly condensed interactive visualization 

scheme, allows for the detection of cluster structures with 

respect to semantic contents and temporal correlations. 

2. Expansion: Once the decision-maker has identified potentially 

interesting topics, there might still be hundreds of single 

messages related to them. By defining an information 

infrastructure describing the manager’s information needs, the 

Information Foraging Theory (IFT) allows further condensation 

to just a few essential messages, which might then be easily 

“digested” by the manager. 

3. Monitoring: Knowledge generated in phases 1 and 2 is used to 

formulate association rules consisting of relevant terms in both 

the rules’ antecedents and consequents. We outline how 

statistical testing of these rules gives insights into the 

development of topics in the course of time and how they might 

be utilized to implement an automatic alert system. 

Managerial Information Seeking 

Situation Awareness 

 Regardless of any context, deciding involves judging by 

means of assessing information and appraising decision 

alternatives with respect to consequences for all possible worlds 

and future contingencies [7], but in changing environments, this 

needs the continuous updating of information on the business 

environment. According to the Sacagawea principle, 

computational tools should support active organization of 

information, active search of information, active exploration of 

information reflection of meanings as well as the evaluation and 

choice among sequences of alternatives [8]. The core of this 

principle is situation awareness by means of updating the mental 

model of the ongoing situation. So far, the managerial 

information needs are quite similar to the information needs of 

pilots, physicians, or weather forecasters. They all have to deal 

with complex information environments, where complexity 

arises from a high number of variables, their independencies, 

and the emergence of meanings, which is not obvious by 

considering information fragments [9]. Successful tools have 

been designed to cope with different kinds of “well structured 

problems,” but managers have been found to be wary of using 

analytical tools [10] in more complex decision situations. Of 

course, they have a good reason for their skepticism: Superior 

management needs creativity by means of forsaking the 

conventional views and being open-minded to different 

assessments of information. Thus, managers need the 

opportunity to explore information interactively and to combine 

previously unrelated facts (e.g., with respect to their originator 

or the date of origin). Clearly, being open-minded does not 

imply being mindless. Once a manager identifies a topic relevant 

to his or her business decisions, he or she is interested in precise 

information and, particularly, in changes of the relations of facts. 

In contrast to pilots or weather forecasters, managers get a 

suitable share of their information by qualitative textual 

information, e.g., announcements of competitors or news 

services, rather than quantitative measurements such as 

temperature and air pressure. To make the situation even worse, 

the antecedents of this information are unclear and hardly 

described by simple rules. Even in a retrospective consideration, 

the causality of market phenomena is often subject to 

controversial debates. Consequently, ascertaining the relevance 

of individual facts is difficult. 

Application Domain  

 To demonstrate our methodology, we draw on the example 

of 2,314 documents obtained from the Internet-based hospitality 

industry newsletter, ehotelier.com. In this industry, the managers 

have to cope with all the challenges outlined above. Their 

performance is highly sensitive to events originating from 

outside the industry, like important sport events, exhibitions, and 

fairs, but also catastrophes and political and economic changes. 

Thus, several information services aim to provide the managers 

with all kinds of relevant information.  

 Following standard procedure in information retrieval, we 

build a vector-space model; commonly referred to as the bag of 

words. We extracted a dictionary with 7,457 entries after stop 

word removal; applying Porter’s stemming and feature selection 

by taking only those words into account that appear in more than 

three messages. This dictionary was used to construct feature 

vectors, which are weighted with the classic term frequency 

inverse document frequency scheme. 

Methods 

Hierarchically Growing Hyperbolic 

Self-Organizing Maps: 

 Hyperbolic Multi-Dimensional Scaling (HMDS) and 

Hyperbolic Self-Organizing Maps (HSOM) employ the 

extraordinary advantages of the hyperbolic plane (H2). The 

underlying space grows exponentially with its radius around 

each point - ideal for embedding high-dimensional data, the 

Poincare model of the IH2 exhibits a fish-eye perspective with a 

focus area and a context preserving surrounding, the mouse 

binding of focus-transfer allows intuitive interactive navigation. 

The HMDS approach extends multi-dimensional scaling and 

generates a spatial embedding of the data representing their 

dissimilarity structure as faithfully as possible. It is very suitable 

for interactive browsing of data object collections, but calls for 

batch precomputation for larger collection sizes. The HSOM is 

an extension of Kohonen Self-Organizing Map and generates a 

partitioning of the data collection assigned to an IH2 grid. The 
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algorithm complexity is linear in the collection size; the data 

browsing is rigidly bound to the underlying grid. 

Information Foraging Theory 

 Information Foraging Theory is an approach to understand 

how strategies and technologies for information seeking, 

gathering, and consumption are adapted to the flux of 

information in the environment. The theory assumes that people, 

when possible, will modify their strategies or the structure of the 

environment to maximize their rate of gaining valuable 

information. Field studies inform the theory by illustrating that 

people do freely structure their environments and their strategies 

to yield higher gains in information foraging. The theory is 

developed by an adaptation (rational) analysis of information 

foraging problems and a detailed process model (ACT-IF). The 

adaptation analysis develops information patch models, which 

deal with time allocation and information filtering and 

enrichment activities in environments in which information is 

encountered in clusters (e.g., bibliographic 

collections),information scent models which address the 

identification of information value from proximal cues, and 

information diet models which address decisions about the 

selection and pursuit of information items. Our adaptive success 

depends to a large extent on a vast and complex tributary of 

cultural tasks that engage our physical and social environments. 

These tasks require information-gathering, sense-making, 

decision-making, and problem-solving strategies. We are 

interested in understanding these information-gathering and 

sense-making strategies from an evolutionary ecological 

perspective, treating adaptations to the flux of information in the 

cultural environment in the same manner as biologists study 

adaptations to the flux of energy in the physical environment. 

Information Foraging Theory in many ways analogous to 

evolutionary ecological explanations. 

Event detection  

 Event detection technique that identifies the onset of new 

events from streams of news stories would facilitate the process 

of organization’s environmental scanning. Traditional feature-

based event detection techniques cannot capture the genuine 

properties of an event contained in a news story and cannot 

support event categorization and news stories filter. This include 

the development of  an information extraction-based event 

detection (NEED) technique that combines information 

extraction and text categorization techniques to address the 

problems inherent to traditional feature-based event detection 

techniques. Using a traditional feature-based event detection 

technique (INCR) as benchmarks, the empirical evaluation 

results showed that the proposed NEED technique improved the 

effectiveness of event detection measured by miss and false 

alarm rates. An event detection technique based on the 

information extraction approach, called information Extraction-

based Event Detection (NEED) technique. The proposed 

technique will empirically be evaluated, using a traditional event 

detection technique as benchmarks. Feature-based event 

detection techniques can be solved by performing event 

detection based on event property values embedded in news 

stories rather than features appearing in news stories. 

Performance Evaluation 

 For many scenarios of ES, large amounts of data have to be 

taken into account. Especially for the scanning and evaluation of 

Web sources, it is of premier importance that the underlying 

algorithms scale favorably with the ever growing amount of 

information. The first component of our system has to deal with 

the largest amount of data: It has to structure the raw unfiltered 

stream of information that is directly hitting the system during 

the ES process. The SOM as introduced by Kohonen more than 

20 years ago [17] scales linearly with the problem size and has 

proven its applicability to real-world data sets, as the WEBSOM 

project impressively has shown [33]. Though the SOM scales 

well, the computational effort to train very large maps is still 

considerable: with linearly increasing map area; which is 

directly linked to the semantic resolution the SOM is able to 

achieve the number of nodes in an SOM increases quadratic ally. 

Therefore, leading to potentially very long training times. 

Fast Tree Search Capability of the H2SOM 

 The peculiar, intrinsically “uniformly hierarchical” structure 

of the hyperbolic grid that is employed in the first component of 

our ES system offers an intriguing possibility to significantly 

accelerate the most time-consuming step in an SOM: We can 

approximate the global search for the winner unit by a fast tree 

search, taking as the search root the initial center node of the 

growth process and then following the “natural” hierarchical 

structure in the hyperbolic grid. Starting from this node, we 

recursively determine the k best matching nodes among its nb 

neighbors until we reach the periphery. For k ¼ 1, this will 

generate a path with comparisons, instead of a global search in a 

standard SOM consisting of N nodes. 

 Assessment of Association Rules in the Course of Time 

allows for an “SF search.” Here, we choose a tree branching 

factor of   k > 1 for the first structural level and truncate it to k ¼ 

1 for all search steps beyond. This results in an exploration of 

the search space into different directions but still scales very 

favorably.  

 The initial training of the neural network uses an iterative 

scheme where the search for the best match unit is repeated 

several thousand times. For the here reported results, we have 

trained the map with 20N steps with N being the number of 

documents. Consequently, for the example of the 2,314 

documents from the ehotelier newsletter, the hierarchical 

organization process with the H2SOM takes approximately 7 

minutes on a Pentium 4-based PC. A similar sized standard 

Euclidean SOM would need more than 9 hours for completion 

on this machine. Note that the initial training is just performed 

once for each new data source. Once the network has learned its 

internal representation, it can be used without further 

computational resources during the discovery phase of our ES 

system. For changing information sources such as news feeds, 

the beneficial runtime of several minutes allows for a regular 

update of the H2SOM, e.g., on a half-daily basis. 

Usability Evaluation 

 In an empirical study, the IFT module outlined in Section 

3.2 has proven to outperform human experts in assessing and 

selecting of relevant documents [3]. For module 3, the empirical 

application presented in Section 3.3 already provides a face 

validation of the methodology. A further investigation of the 

usability of this module would need an external criterion. 

Noteworthy, the rules have to match the idiosyncratic state of 

mind and information needs of the human judges. Thus, the 

result of a usability study would rather reflect the fit of the data 

under consideration with respect to the manager’s needs than the 

contribution of the methodology in itself. 

 We believe that one important surplus of our ES system 

originates from the interactive 3D visualization of the H2SOM, 

which facilitates a multiperspective approach to the business 

environment that is fundamental for successful ES. Neugarten 
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stresses this relation in the following way [5, p. 99]: “Different 

viewpoints and perspectives should be sought deliberately so as 

to crosscheck information, just as our two eyes use parallax to 

allow us to triangulate depth information.” Although there has 

been extensive research on designing and implementing focus 

and context techniques, few empirical studies have investigated 

the gains in usability, speed, and performance when using 

hyperbolic tree browsers. These studies come up with mixed 

results: 

 Lamping et al. [34] could not find significant differences 

between a conventional 2D scrolling tree browser and their 

hyperbolic tree browser. Czerwinski and Larson [35] compared 

the latter with Microsoft’s Explorer and they, too, could not 

detect any significant differences in user performance. In 

contrast, the experiments in [36] and [37] found that subjects 

using the hyperbolic tree browser gained substantially superior 

results with respect to user performance. These contradicting 

results can be at least partly explained by the complexity of the 

conducted user tasks. In the latter two studies, subjects had to 

solve cognitively more complex tasks. Obviously, the discovery 

stage of the ES process, comprising the detection of new 

information in the business environment from various 

information sources, imposes an ill-defined problem of high 

complexity. 

Discussion and Conclusions 

 This paper seizes the challenge of an integrative perception 

of the information environment by aligning the technical 

features of an ES system to a cognitive process perspective. 

Breaking down this process into three steps, we introduce 

technologies for supporting the ES process in its entirety by 

means of a hybrid intelligent system. In a first step, the 

discovery of new information, the H2SOM generates a 

hierarchically structured information environment suitable for an 

interactive visual exploration. The annotation of the information 

patches and the spatial relation to neighboring patches on the 

“document landscape” provide an intuitively and easily 

graspable visualization of the underlying structure of the topics 

as well as the changes in the discussion. It enables different 

perspectives for discovering and exploring new phenomena in 

the business environment [5]. Our usability evaluation suggests 

that particularly the graphical user interface endows even less 

computer-skilled users with an easy to use operation that 

motivates them to browse through the information environment. 

The hierarchically ordered focus and context visualization 

scheme is not limited to a fixed partition of the information 

environment but endows the user with an interactive drill down 

in information patches to be divided into smaller ones. Thus, we 

argue that our system facilitates both achieving a structured 

understanding and approaching more information in a given 

time. 

 In the second step, the expansion of knowledge, the IFT 

enables a context-sensitive allocation of the manager’s time to 

the most relevant information sources relating to a topic of 

interest. Thereby, the manager’s information needs and his or 

her prior knowledge are taken into account by means of the 

information infrastructure Q. The example of the terror attacks 

on Bali indicates that by “digesting” the selected (sub) cluster 

the IFT is able to significantly reduce the amount of information 

the manager actually has to read without losing important 

information with respect to Q. Similar results on the test corpus 

(not reported here due to space limitations) were obtained with 

information on hotel mergers, the outbreak of the SARS virus, 

and the war in Iraq. Thus, the IFT module supports the user in 

quickly accessing the information environment restructured with 

the H2SOM. Moreover, the user is not in danger of overlooking 

relevant aspects, as long as these are included in the information 

infrastructure Q. The third module of our tool supports the 

monitoring of already identified topics and developments in the 

information environment. Considering rules rather than simple 

sets of terms facilitates a more precise assessment of hangs in 

the discussion as reflected in the document stream. Moreover, it 

enables statistical testing for significant changes. The third 

module is particularly useful for ES activities targeting on 

competitive intelligence purposes. Therefore, this component 

might also be suited to the enhancement of other competitive 

intelligence systems as well. 

 In summary, our system provides promising evaluation 

results, but we believe that the main contribution of this paper is 

the alignment of recent results of psychological studies on ES 

behavior with state-of-the-art technologies. Consequently, we 

hope that developers might seize the technologies suggested in 

this paper to improve their ES systems. Particularly, the 

cognitive process of ES might point to an auspicious venue of 

designing improved ES systems. 
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