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Introduction  

Data is information that has been translated into a form that 

is more convenient to move or process. The World Wide Web is 

filled with huge amount of data, which approximately doubles in 

every 50 days. Such data is a mixture of useful and non useful 

contents.  Huge amount of data requires special consideration 

for its storage, retrieval and reasoning. In order to utilize the 

useful data efficiently data mining techniques are used. Data 

mining also called as knowledge discovery   is the proces s of 

analyzing data from different perspectives and summarizing it 

into useful information. The aim of these algorithms is the 

extraction of relevant knowledge from large amount of data, 

while protecting at the same time sensitive information. Privacy 

is considered as the most challenging job today .The main 

objective of such privacy preserving algorithms are efficient 

mining of data and at the same time not compromising the 

privacy. No technique is better than the other ones with respect 

to all criteria. 

Data mining has been combined with privacy preserving 

algorithms for more number of years which works efficiently  

only for static data. Such algorithms fail abruptly even if one 

record is added to it. If the data is updated in such a manner then 

again the complete algorithm should be run as though it is a new 

data. Is the algorithm going to recompile the whole data again or 

the new one alone is the question? 

 Data summarization is a method of representing raw 

information into summarized information so that it takes 

relatively less storage space and with acceptable degree of 

confidence. It is a method to represent the data coherently. This 

is the only method which can be used efficiently for hugely 

increasing   data   stream   and   since   it   generates   new 

summarized data ,  and also  it  provides  privacy  without 

additional cost. The various summarization techniques are 

Aggregation, Pattern identification, Categorization, Feature 

extraction, Drift calculation & Generalization. In this paper an  

aggregation  method  called  wavelet  transformations  is used. 

Situation That Needs Privacy 

We assume that the attacker has been keeping track of all 

the released tables; he thus possesses a set of released tables 

{T0, . . . ,Tn}. We also assume that the attacker has the 

knowledge of who is and who is not contained in each table; 

that is, for each anonymized table Ti, the attacker also possesses 

a population table Ui which contains the explicit identifiers and 

the quasi-identifiers of the individuals in Ti. For instance, 

consider medical records released by a hospital. Although the 

attacker may not be aware of all the patients, he may know 

when target individuals in whom he is interested (e.g., local 

celebrities) are admitted to the hospital. Based on this 

knowledge, the attacker can easily deduce which tables may 

include such individuals and which tables may not. the goal of 

the attacker is to increase his/her confidence of attribute 

disclosure by comparing the released tables all together. This 

problem is called cross-version inferences. The various   types   

of   such   attacks   are   difference   attack, intersection attack 

and record tracking attack. 

D Haar Wavelet Transform 

Wavelets are a set of non-linear bases. When projecting 

(or approximating) a function in terms of wavelets, the wavelet 

basis functions are chosen according to the function being 

approximated.  

Hence, unlike families of linear bases where the same, 

static set of basis functions are used for every  input  function,  

wavelets  employ  a  dynamic  set  of basis functions that 

represents the input function in the most efficient way. Thus 

wavelets are able to provide a great deal of compression and 

are therefore very popular in the fields of image and signal 

processing. 

A basic lifting scheme HAAR algorithm is used for 

transformation. Its time complexity is N log2N. 

D j+1,i=Sj,2i+1-Sj,2i --- (1)  
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                (2) 

The algorithm replaces the even elements with an average. 

The output of one step of the algorithm becomes the input for 

the next step. This results in a smoother input for the next 

step of the wavelet transform. The odd elements also represent 

an approximation of the original data set, which allows filters to 

be constructed. A simple lifting scheme forward transform is 

diagrammed in Figure 1. 

 
Fig. 1 Lifting scheme forward wavelet transform 

The wavelet result for a relatively small data set (say 64 or 

128 values) will tend to have few repeat values (e.g., a 

frequency close to 1/N for each value, in the case of N 

values).Hence the algorithm is advised for usage in a large 

database. 

B+ TREES 

B+  trees are used for representing the data , as they can be 

considered as basic means of representing hierarchical summary 

information  efficiently.  In  earlier  implementations  B-trees 

were   used   which   may   use   less tree   nodes   than   a 

corresponding  B+-Tree  and  sometimes  possible  to  find 

search-key value before reaching leaf node. But there are some 

crucial disadvantages for B trees. In B-trees 

•   Only small fraction of all search-key values are found 

early. 

•   Non-leaf nodes are larger, so fan-out is reduced.  Thus B- 

Trees typically have greater depth  than  corresponding B+-Tree. 

•   Insertion and deletion are more complicated than in B+- 

Trees . 

•   Implementation is harder than B+-Trees. 

•  In B+ Tree, since only pointers are stored in the internal 

nodes, their size becomes significantly smaller than the internal 

nodes of B tree. 

For a b-order B+ tree with h levels of index 

•   The maximum number of records stored is 

                nmax = bh −1 

•   nkmin=2(b/2)h-1 

•   The minimum number of keys is 

•   The space required to store the tree is O (n) 

•   Inserting a record requires O (logbn) operations 

•   Finding a record requires O (logbn) operations 

Problem Definition 

When such a threat for privacy in incremental data stream 

is there, there should be an efficient methodology which 

increases the interpretability of the data and not compromising 

the privacy which is also cost effective. The algorithm  

represents  the  data  in  the  form  of B+  tree, 

summarize the data into a lesser sized one using  wavelet 

transformations and check for cross version interference. 

Related Work 

The data summarization based technique(3) uses clustering 

method for summarization of data. This will end up as a lossy 

transformation of the data. The method using random  

numbers(1)  is  also  specified  for  stream  of  data, which 

introduces randomization of the data.  

This leads to difficult retrieval of data. Both these methods  

does  not specify any particular data structure for efficient 

storage and access of the data. Agrawal et al. [14] proposed a 

value distortion technique to protect the privacy by adding 

random noise from a Gaussian distribution to the actual data.  

They showed that this technique appears to mask the data 

while allowing extraction of certain patterns like the original 

data distribution and decision tree models with good accuracy. 

Bradley [5] also proposed a summarization scheme to speed up 

the k-means clustering method. 

Implementation 

 A method that is used to implement privacy of a data is 

checked for less information loss, less execution time and more 

data privacy and data utility. The methods that are used in my 

procedure are selected based on these metrics and has been 

proved so. 

1. The input database is prepared for summarization by altering 

the important fields like name, account number etc., 

2. The   remaining   integer   fields   are   extracted   to 

implement summarization. 

3. The 1D HAAR wavelet transformations using lifting scheme 

on these data, which reduces the size of the data. 

4. These data are added to the existing B+ tree as a new node 

5. The   B+   tree   is   height   balanced   for   efficient utilization 

which summarizes the database and restricts to specific amount 

of data. 

 The data set that is used is the data collected from a popular 

series of   hospitals in US. The data is highly dynamic   as   the   

patients   and   their   diagnosis   is a continuous  process. A  

sample  of  the  database  is  as shown: 

 
Fig. 2 : Flow diagram of the method 

Experimental Result 

The method is implemented on a dataset of different sized 

records and the following results are obtained. The graphs show 

that the information loss is reduced as the number of records   is   

increased.   The   efficiency   of   the   algorithm increases   as   

the   data size   is   increased.   Therefore,   the algorithm works 

effectively for large sized database. 
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Fig 3: Graph demonstrating the information loss  

 
Fig 4: Graph demonstrating the Executing time 

Conclusion and Future Enhancements  

 The method is used to compress the data and making it 

easier to store a frequently altered database. The method also 

stores the data in B+ tree enabling the efficient storage, access 

and updation of data. The method uses 1D HAAR 

transformation for summarizing the data which makes the 

execution faster. The method is implemented and proved as 

efficient compared to existing techniques. It can be further 

enhanced to solve specific type of attacks in privacy 

preservation of data. 
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Table I A Sample Database 
STATE PROFILES 
 Unit U.S. AL AK AZ AR CA CO 
POPULATION  

Total persons: (July 1)         
1993 1000's 257908 4187 599 3936 2424 31211 3566 

2000 1000's 276242 4485 699 4437 2578 34888 4059 

Percent increase:         

1990 to 1993 Percent 3.7 3.6 8.9 7.4 3.1 4.9 8.2 

1990 to 2000 (1) Percent 11.1 11 27.1 21.1 9.7 17.2 23.2 

         
65 yrs and over, 1993 Percent 12.7 13 4.4 13.4 15 10.6 10 

Residing in a metro area, 
1992 

 
Percent 

 
79.7 

 
67.4 

 
41.8 

 
84.7 

 
44.7 

 
96.7 

 
81.8 

 


