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Introduction  

Genetic algorithm (GA) has been successfully used in 

providing optimal or near optimal solutions to many 

optimization problems. Especially, GA has been also used for 

solving sophisticated optimization problems with complex 

search spaces and many constraints. With the development of 

various modern intelligent algorithms, an increasing tendency in 

merging GA and fuzzy logic or other heuristic methods is 

upward. As a result, much more attentions have been focused on 

the design of various hybrid genetic algorithms (HGAs) in [1] 

and in [2]. 

 The generalized components of the HGA developed so far 

are to combine GA with various local search techniques such as 

the steepest descent method and exhaustive search ones in [3]. It 

has been known that most of the HGAs have better performance 

than GA, since the formers can overcome the weaknesses of GA 

such as the premature convergence of solution and the absence 

of local search technique. Therefore, recent HGAs have been 

proved to be more efficient than GA in the applications to many 

optimization problems such as engineering design problems, 

reliability optimization problems and network design problems 

etc. In these applications to many optimization problems, 

however, the most of the local search techniques us ed were 

problem specifics and were designed using trial-and-error 

experimentation without any generalization or analysis with 

respect to their convergence characteristics and reliabilities. For 

improving these weaknesses in the application of local search 

techniques, a local search technique can be an alternative, since 

it can automatically control whether the local search technique is 

used in GA loop or not. Therefore, any generalization or 

analysis in applying the local search technique to GA loop is not 

required. 

There has been a little study on the local search technique 

with some technique in GA. It suggested a concept of the local 

search technique with adaptive technique in GA loop in [4]. 

Their concept is to apply a local search technique to GA loop 

only when GA performance is changed by the relative 

coefficient of variation of the fitness functions between 

generations in GA. 

The local search technique used is the steepest descent 

method suggested in [8], and it is automatically controlled by the 

two adaptive local search schemes mentioned above. For various 

comparisons with the proposed HGA, two competing algorithms 

such as a basic GA (BGA) and the conventional HGA with local 

search technique are also presented. 

In Section 2, a methodology for constructing the HGAs with 

GA and local search technique are suggested, and then the 

detailed descriptions and logics of local search technique is 

proposed. The implementation procedure of the proposed HGA 

using local search technique is also appeared. Two numerical 

examples are presented to prove the efficiency of the proposed 

HGA in Section 2. Finally a conclusion is followed. 

Design of HGAs with Effective Local Search Schemes  

In this section, the methodology for constructing the HGA 

is mentioned. First the basic concepts and implementation 

procedures of GA and local search technique are suggested. 

Second, as a main part of this study, the concepts and detailed 

implementation procedures of the local search technique are 

proposed. 

Genetic Algorithm 

The main role of GA approach is to perform global search 

within all feasible search spaces. For this purpose, GA has 

particular mechanisms: (i) population-oriented search technique 

for locating more various individuals, (ii) three genetic operators 

(selection, crossover and mutation) for more various changes 

within GA population. 

In the representation of GA, we use real-number 

representation instead of bit-string one. Real-number 

representation has several advantages of being better adapted to 

numerical optimization problems with continuous design 

variables and of speeding up the search over the bit -string 

representation, and of easing the development of approaches for 

hybridizing with other conventional methods such as local 

search technique. 
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The proposed GA is used as the main algorithm of the 

HGAs and the detailed heuristic procedure for implementing GA 

is as follows: 

Step 1: Initial population: Generate initial population randomly. 

Step 2: Genetic operators. 

Selection: elitist strategy in enlarged sampling space in [5]. 

Crossover: uniform arithmetic crossover operator in [5]. 

Mutation: uniform mutation operator in [6]. 

Step 3: Evaluation: Do fitness test using the offspring satisfying 

constraints. 

Step 4: Stop condition: If a pre-defined maximum generation 

number is reached or an optimal solution is located during 

genetic search process, then stop; otherwise, go to Step 2. 

The steepest descent method 

GA can do global search in entire space, but there is no way 

for exploring the search space within the convergence area 

generated by GA loop. Therefore, it is sometimes impossible or 

insufficient for GA to locate an optimal solution in the 

optimization problems with complex search spaces and 

constraints. To overcome this weakness, various methods for 

hybridizing GA using conventional local search techniques have 

been suggested in [2]. One of the common forms of hybrid GA 

is to incorporate a local search technique to GA loop. With this 

hybrid approach, local search technique is applied to each newly 

generated offspring to move it to a local optimal solution before 

injecting it into the new population. 

In our approach, as local search technique, the steepest 

descent method is incorporated in GA loop. Therefore, GA 

carries out global search and the steepest descent method carries 

out local search around the convergence area by GA loop. The 

latter can guarantee the desired properties of local search 

technique for hybridization with GA. Its detailed procedure, 

when minimization is assumed, is given as follows: 

Procedure: The steepest descent method in GA loop 

Select an optimal individual x  as initial iteration point in 

current GA loop; 

Repeat 

Linearly search in the local neighborhood of x ; 

))(,(1 kkk xfxsearchlinearx   

Calculate  

)(,),( 11   kk xfxf  

Select the individual 1kx  among the new individuals; 

Until (satisfy convergence conditions); 

   Compare all the optimal solutions; 

End 

Local search technique 

The basic concept of applying local search techniques to 

GA is to consider whether GA is converging to global optimal 

solution or not. These two situations can be summarized in Figs. 

1 and 2. When GA is converging to global optimal solution like 

Fig.1, its solution is continuously improved. However, when GA 

is not converging to global optimal solution like Fig. 2, the 

performance of GA definitely deteriorates. If this situation 

continuously proceeds, it may be difficult for GA search to 

avoid premature convergence to a local optimal solution. The 

technique that helps improving this situation is to insert new 

individuals with certain high fitness values into current GA loop. 

A local search technique that can search around the convergence 

area by GA loop is a possible alternative, since it can generate 

new individuals having certain high fitness values like the 

superior individuals generated by GA. 

 

Fig.1. Situation that GA is converging 

 

Fig.2. Situation that GA is not converging 

Based on the concept mentioned above, a local search 

techniques are proposed, which can automatically control 

whether the steepest descent method suggested in Section 2.3.1 

is used in GA loop or not. 

Local search technique details  

The local search technique is to apply the steepest descent 

method that is conditionally used in GA loop. It is adapted in 

response to the recent performances obtained from genetic 

search process to optimal solution. For this technique, the 

average fitness values resulting from continuous two generations 

of GA loop are used, and then the fitness value ratio (FVR) for 

the next generation is calculated as follow: 

                     

)1(
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f

f
tFVR                         (1) 

where )(tpopnewf  : average fitness value of the new population 

resulting from elitist selection strategy using parent and 

offspring populations at generation t . By the value of the 

)(tFVR , whether the steepest descent method is used or not 

will be automatically determined in each GA loop. The 

technique, when minimizat ion is assumed, is as follows: 
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 The first condition of the Eq. (2) explains that the steepest 

descent method is applied to GA loop, if the average fitness 

value of a current generation is higher than that of the previous 

one, which means that since the current situation at the 

generations t  and 1t  is not converging to optimal solution at 

all, we should insert a local search technique into GA loop so 

that the convergence ability to optimal solution can be 

reinforced. On the other hand, in the second condition of the Eq. 
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(2), we use GA only since the current situation at the generations 

t  and 1t  is well converging to optimal solution. 

 

Fig.3 Flow chart of HGA 

Numerical examples 

In this section, two test problems are used to compare the 

performances of the BGA and HGA. For more various 

comparisons, basic GA (BGA) with local search technique and 

the hybrid GA (HGA) with local search scheme are also 

performed. Both algorithm are compared with each other using 

various measures of performance as shown in Table 2. 

In Table 2, the BFV, AFV, ANG and CPU are respectively 

obtained after each algorithm reaches to a predefined iterat ion 

number (in our case, 20 iterations). The NGS means the total 

number that each algorithm gets stuck at a local optimal 

solution, instead of finding the global optimal solution. 

For experimental comparison under a same condition, the 

parameters used in each algorithm are set as follows: maximum 

generation number is 5000, population size 20, crossover rate 

0.5, and mutation rate 0.1, search range for the steepest descent 

method 0.6. Altogether 20 iterations are executed to eliminate 

the randomness of the searches in each algorithm. The 

procedures of each algorithm are implemented in Visual Basic 

language under IBM-PC Pentium III computer with 800 MHz 

CPU speed and 1GB RAM. 

Test problem 1 
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Fig.4 The camber of f(x) 

 

Fig.5 Curve chart of solutions change using BGA with local 

search technique 

 

Fig.6 Curve chart of solutions change using HGA. 

The computational results have shown that the proposed 

HGA with local search technique is more efficient in most of the 

performance comparisons than the BGA. Especially, the latter 

has good convergence. 

Test problem 2 

The problem is a simple optimal redundancy allocation one 

with 15 subsystems, the detailed mathematical formulation is as 

follows: 
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where, )(xf : system reliability, jx : decision variable that is 

the number of units in the j th subsystem, )(1 xg : total cost for 

the system, )(2 xg : total physical limi -tation for the system, 

jw : physical limitation (size or weight, etc.) of the j th 

subsystem, jr  and jc : reliability and cost of a unit to be used 

the in jth subsystem, respectively. 

 The pre-dened constant coefficients for the problem are 

shown in Table1. The optimal solution was already known as the 

optimal value 
9456.0)( xf

 with 

]555433454233543[x
 

Conclusion 

In this paper, the hybrid GA with local search technique has 

been proposed. For the proposed GA, local search technique for 

automatically controlling the use of the local search technique in 

GA loop have been designed. The local search technique 

measures the average fitness values resulting from the 

continuous two generations in the GA loop. 

The steepest descent method has been used for the local 

search technique. For more various comparisons, we have also 

presented the canonical GA (BGA) and the HGA with local 

search technique. 

Both the algorithms (BGA, HGA) have been tested and 

analyzed using two test problems in numerical examples. 

Various measures of performance such as best fitness value, 

average number of generations, and convergence behaviors of 

average fitness values have been measured in each algorithm. 

The computational results have shown that the proposed HGA 

with local search technique is more efficient in most of the 

performance comparisons than the BGA. Especially, the latter 

has good convergence. 
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For future study, we have a plan to develop various 

techniques that can be used in GA strategy parameters such as 

population size and crossover rate. 
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Table 1 Constant coefficients for problem 2 
j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

jr  
.90 .75 .65 .80 .85 .93 .78 .66 .78 .91 .79 .77 .67 .79 .67 

jc  
5 4 9 7 7 5 6 9 4 5 6 7 9 8 6 

jw  
8 9 6 7 8 8 9 6 7 8 9 7 6 5 7 

 
Table 2 Computational results of BGA and HGA 

Problem 2 

 BGA HGA 

BFV 0.7417 0.0000 
AFV 4.3884 1.0012 
NGS 20 13 
ANG 5000 2033 

CPU(sec.) 5.04 3.75 

 


