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Introduction  

Communications networks, both wireless and wired, offer 

variable bandwidth channels for video ansmission [1], [3]. 

Display devices have a variety of characteristics ranging from 

low resolution screens in small mobile terminals to high 

resolution projectors. The data transmitted for this diverse range 

of devices and bandwidths have different sizes and should be 

stored on media with different capacity. Moreover, an encoding 

which makes use of a single encoded data for all types of 

bandwidth channels and displaying devices capacities could be 

of a remarkable signifcance in multimedia applications. Scalable 

video coding (SVC) schemes are intended to be a solution for 

the Internet heterogeneity and receiver display diversity problem 

by encoding the data at the highest quality but en- quality  the 

transmitter or receiver to utilize it partially depending on desired 

quality or available bandwidth and displaying capacities. The 

main drawback of the available scalable video coding methods is 

that they are not suitable for non-reliable environments with a 

high rate of frame loss or corruption such as wireless networks. 

This problem stems from the fact that the methods are based on 

the motion compensated temporal filtering scheme and frames 

are coded as difference with a (generally prior) reference frame. 

In case that a reference frame is lost or corrupted, the whole 

chain of difference frames depending on it becomes 

unrecoverable. To increase the error resilience of the video 

coding methods, Multiple description Scalable Coding (MDS) 

methods have been introduced [4], [5], [7]. These methods 

improve the error resilience of the video with the cost of adding 

redundancy to the code. In case that a frame is lost or corrupted, 

the redundancy is send a video by utilizing independent multiple 

descriptions. Their method how ever, does not combine 

scalability features with multiple description coding and 

therefore only addresses frame loss or corruption and variations 

of bandwidth have not been dealt with [16]. The combination of 

scalable video coding methods and multiple description coding 

has attracted the interest of researchers recently [2], [3], [13]. 

The introduction of scalable extension of H.264 standard 

recently, which relaxes some of the restrictions of other video 

coding schemes such as using immediate prior frame as 

reference frame, provides a suitable framework for combining 

scalability of H.264 with error resistance of MDS schemes. 

This paper describes a new method which is a combination 

of the SVC extension of H.264 standard with MDS schemes in a 

way that no redundancy in the form of extra bits is introduced 

during the video coding. The remainder of this paper is 

organized as follows. Section 2 introduces the main multiple 

scalable video coding description methods. Section 3 explores 

the scalability features of H.264 standard which are used in our 

proposed method. Section 4 describes the details of our 

proposed method. In Section 5, we introduce the theoretical base 

of our performance evaluation method and provide the 

experimental results and finally, in Section 6, we draw the 

conclusions. 

Multiple Description Scalable Coding As a way of encoding 

and communicating visual information over lossy packet 

networks, multiple descriptions have attracted a lot of attention. 

A multiple description scalable coding coder divides the video 

data into several bit-streams called descriptions which are then 

transmitted separately over the network. All descriptions are 

equally important and each description can be decoded 

independently from other descriptions which mean that the loss 
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of some of them does not affect the decoding of the rest. The 

accuracy of the decoded video depends on the number of 

received descriptions. Descriptions are defined by constructing 

non-empty sets summing up to the original signal f. Each set in 

this definition corresponds to a description. 

The sets however, are not necessarily disjoint. A signal 

sample may appear in more than one set to increase error 

resilience property of the video.Repeating a signal sample in 

multiple descriptions is also a way for assigning higher 

importance to some parts/signals of the video. The more a signal 

sample is repeated the more reliably it is transmitted over the 

network. The duplicate signal values increases the redundancy 

and hence the data size which results in reduced effiency. 

Designing descriptions as partition does not necessarily mean 

that there is no redundancy in the data. In fact, designing the 

descriptions as a partition prevents extra bits to be added to the 

original data for error resilience but still the correlation between 

the spatially or temporally close data can be used for estimating 

the lost bits. 

The estimation process is commonly referred to as error 

concealment and relies on the the preserved correlation in 

constructing the descriptions. Fine Granular Scalability (FGS)-

based MSD schemes partition the video into one base layer and 

one or several enhancement layers [8]. The base layer can be 

decoded independently from enhancement layers but it provides 

only the minimum spatial, temporal, or signal to noise ratio 

quality. The enhancement layers are not independently 

decodable. An enhancement layer improves the decoded video 

obtained from the base layer. MDS schemes based on FGS puts 

base layer together with one of the enhancement layers at each 

description. This helps to partially recover the video when data 

from one or some of the descriptions are lost or corrupt. 

Repeating base layer bits in each descriptor is the overhead 

added for a better error resilience. In Forward Error Correction 

(FEC)-based MDS methods, it is assumed that the video is 

originally defined in a multi-resolution manner [6], [9]. This 

means if we have M levels of quality, each one is adding to the 

fidelity of the video to the original one. 

This concept is very similar to the multi-layer video coding 

method used by FGS scheme. The main difference, however, is 

that there exist a mandatory order in applying the enhancements. 

In other words, it is sensitive to the position of the losses in the 

bitstream, e.g., a loss early in the bitstream can render the rest of 

the bitstream useless to the decoder. FEC-based MDS s aim to 

develop the desired feature that the delivered quality become 

dependent only on the fraction of packets delivered reliably. One 

method to achieve this is Reed Solomon block codes. 

Mohr,et.al., [15] used Unequal Loss Protection (ULP) to 

protects video data against packet loss. ULP is a system that 

combines a progressive source coder with a cascade of Reed 

Solomon codes to generate an encoding that is progressive in the 

number of descriptions received, regardless of their identity or 

order of arrival. The main disadvantage of the FEC-based 

methods is the overhead added by the insertion of error 

correction codes. Discrete Cosine Transform (DCT)-based video 

coding methods are liable for applying multiple description 

coding. 

In the most basic method, wavelet coeffcients are 

partitioned into maximally separated sets, and packetized so that 

simple error concealment methods can produce good estimates 

of the lost data [2], [10], [11]. More efficient methods utilize 

Motion Compensated Temporal Filtering (MCTF) which is 

aimed at removing the temporal redundancies of video 

sequences. If a video signal f is defined over a domain D, then 

the domain can be expressed as a collection of sub-domains 

{S1;..;Sn} where the union of these sub-domains is a cover of D. 

Besides, a corrupt sample can be replaced by an estimated value 

using the correlation between the neighboring signal samples. 

Therefore, the sub-domains should be designed in a way that the 

correlation between the samples is preserved. Domain-based 

multiple description schemes are based on partitioning the signal 

domain. Each partition, which is a subsampled version of the 

signal, defines a description. Chang [8] utilizes the even-odd 

splitting of the coded speech samples. For images, Tillo, et.al., 

[11] propose splitting the image into four subsampled versions 

prior to JPEG encoding. There, domain partitioning is performed 

first, followed by discrete cosine transform, quantization and 

entropy coding. The main challenge in domain-based multiple 

description methods is designing sub-domains so that the 

minimum distance between values inside a domain (inter-

domain distance) is maximized while preserving the auto-

correlation of the signal. 

Scalable Video Coding Extension of H.264 

As a solution to the unpredictability of traffic loads, and the 

varying delays on the client side problem, encoding the video 

data is carried out in a rate scalable form which enables 

adaptation to the receiver or network capacities. This adaptation 

can be in the number of frames per second (temporal 

scalability), frame resolution (spatial scalability), and number of 

bits allocated to each pixel value (signal to noise ratio 

scalability). In this section, we briefly review the scalability 

support features of H.264 standard which are used in our 

proposed method. The scalability support features of H.264 

standard were introduced based on an evaluation of the 

proposals carried out by MPEG and the ITU-T groups. Scalable 

video coding (SVC) features were added as an amendment to 

H.264/MPEG4 AVC standard [14]. 

Temporal Scalability 

Temporal scalability is achieved by dropping some of the 

frames in a video to reach the desired (lower) frame rate. As the 

motion compensated coding used in video coding standards 

encodes the difference of the blocks of a frame with its reference 

frame (the frame coming immediately before it), dropping 

frames for temporal scalability can cause some frames to 

become unrecoverable. H.264 standard relaxes the restriction of 

choosing the previous frame as the reference frame for current 

frame. This makes it possible to design hierarchical prediction 

structures to avoid reference frame loss problem when adjusting 

the frame rate. 

Spatial Scalability 

In supporting spatial scalable coding, H.264 utilizes the 

conventional approach of multilayer coding, however, additional 

inter-layer prediction mechanisms are incorporated. In inter-

layer prediction the information in one layer is used in the other 

layers. The layer that is employed for inter-layer prediction is 

called reference layer, and its layer identifier number is sent in 

the slice header of the enhancement layer slices [12]. Inter-layer 

coding mode is applied when the macroblock in the base layer is 

inter-coded. To simplify encoding and decoding macro-blocks in 

this mode, a new block type named base mode block was 

introduced. This block does not include any motion vector or 

reference frame index number and only the residual data is 

transmitted in the block. The motion vector and reference frame 

index information are copied from those of the corresponding 
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block in the reference layer 

Our proposed model 

Our proposed method involves using the scalability features 

of the H.264 standard. To make the video resilient against frame 

loss or corruption error we define multiple descriptions. 

However, to achieve a high performance which is comparable to 

single stream codes, we do not include any error correction code 

in the descriptions. The error concealment in our proposed 

method is based on the autocorrelation of the pixel values which 

is a decreasing function of spatial proximity. Generally, the 

differences among the pixels values about a given point are 

expected to be low. Based on this idea we have considered four 

descriptions D1 to D4   representing four spatial sub-sets of the 

pixels in a frame as depicted in Figure 3. Each description 

correspond to a subset Si  for i = 1..4. The subsets define a 

partition as no overlap exists in the subsets and they sum up to 

the initial set. 

 
                     4 

 
                  I=1                                          

Each description is divided into macro-blocks, motion 

compensated, and coded independently 
1 2 1 2 1 

3 4 3 4 3 

1 2 1 2 1 

3 4 3 4 3 

1 2 1 2 1 

Fig. 1 organization of pixels in the description 

The decoder extracts frames and combines them as depicted 

in Figure 3. When a description is lost or is corrupted, the 

remaining three descriptions provide nine pixel values around 

each pixel of the lost description for interpolation during error 

concealment. Figure 3 depicts the pixel values utilized for 

interpolating a pixel value from a lost description. For 

interpolation, we are using a weighted interpolation where the 

weights are normalized by the Euclidean distance of each pixel 

from the center as given below. We have assumed the residue 

values and motion vectors and other meta-data in a macroblock 

is transmitted as a data transmission unit and hence are not 

available when the data packet is lost. The succeeding frames 

which utilize the estimated frame as their reference frame will 

suffer from the difference between the reconstructed frame and 

the original one. The error generated in this way is propagated 

till the end of the GOP. However, if no other frame from the 

same GOP is lost,  the error is not accumulated. The multilayer 

hierarchical frame structure of H.264 reduces the impact of 

frame loss to at most log2n succeeding frames where n is the 

number of frames in a GOP. Our proposed method has the 

following features 
1 2 1 2 1 

3 4 3 4 3 

1 2 1 2 1 

3 4 3 4 3 

1 2 1 2 1 

Fig. 2 Pixels used (blue) for interpolating the value of A. 

missing pixel(red) 

 

  

 
 

 

 Multiple scalable video coding description is combined with 

video salable coding methods with no redundant bits added. 

 Each description is independent from the rest and the base-

enhancement relationship does not exist between them.  

 This feature comes without the extra cost of forward error 

correction bits added to the   descriptions. Any lost or corrupted 

description can be concealed regardless of its position or order 

with respect to the other descriptions.  

 The proposed method is compatible with the definition of the 

multi-layer spatial scalability of H.264 standard. This 

compatibility is due to the possibility of having the same 

resolution in two different layers in H.264 and using inter-

coding at each layer independently. We have not set the motion 

prediction flag and let each description to have its own motion 

vector. This is because of the independent coding of each 

description. Setting the motion prediction flag can speed up 

encoder but it reduces the coding efficiency slightly as the most 

similar regions are not always happen at the same place in 

different descriptions. 

The proposed method is expandable to more number of 

descriptions if the error rate of the network is high, a higher 

level of fidelity with the original video is required, or higher 

levels of scalability are desired. 

Experimental results  

For evaluating the performance of our proposed method, we 

have considered measuring Peak Signal to Noise Ratio of the Y 

component of the macroblocks (Y-PSNR). Equations 1 and 2 

describe Y-PSNR used in our implementation mathematically. 

         (1) 

 

 
Where M axI indicates the largest possible pixel value, I is 

the original frame and I is the decoded frame at the receiver side. 

Y-PSNR is applied to all frames of video segments listed in 

Table 3 by comparing the corresponding frames of the original 

video segment and after using our multiple description coding 

method. We have considered the case where one of the 

descriptions is lost and interpolated. We have randomly selected 

the erroneous description. We put 32 frames in each GOP and a 

diadic hierarchical temporal structure has been used for motion 

compensated coding. We have furthermore imposed the same 

reference. 

Frame for all macroblocks of a frame for simplicity 

although H.264 supports utilizing different reference frame for 

macroblocks of a frame. In additionally, we have restricted the 

number of descriptions lost to one for each GOP. This means at 

most one forth of a frame is estimated during error concealment 

step. The location of the lost description in the GOP is selected 

randomly and the Y-PSNR is obtained for the average of each 

video segment. The average Y-PSNR values are reported in 

Table 3. The second set of evaluation tests considers the average  

Y-PSNR value change for each video segment with respect to 

the number of frames affected by the lost description. Still 

however, we are assuming only one description is lost each time 

and the GOP length is 32. Figure 3 depicts the result of multiple 

/2 1 /2 

1 0 1 

/2 1 /2 
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frame reconstruction for three video segments. Despite having 

multiple frames affected by the loss or corruption problems, the 

results indicates that the ratio of peak signal to noise ratio is 

relatively high. As a benchmark to evaluate the efficiency of our 

algorithm, we have compared average Y-PSNR value of 

Foreman and City video segments with single layer video 

coding. Figure 3 depict the comparison results. 

Frame for all macroblocks of a frame for simplicity 

although H.264 supports utilizing different reference frame for 

macroblocks of a frame. In additionally, we have restricted the 

number of descriptions lost to one for each GOP. This means at 

most one forth of a frame is estimated during error concealment 

step. The location of the lost description in the GOP is selected 

randomly and the Y-PSNR is obtained for the average of each 

video segment. The average Y-PSNR values are reported in 

Table 3. 

The second set of evaluation tests considers the average  Y-

PSNR value change for each video segment with respect to the 

number of frames affected by the lost description. Still however, 

we are assuming only one description is lost each time and the 

GOP length is 32. Figure 3 depicts the result of multiple frame 

reconstruction for soccer video segment. Despite having 

multiple frames affected by the loss or corruption problems, the 

results indicates that the ratio of peak signal to noise ratio is 

relatively high. As a benchmark to evaluate the efficiency of our 

method, we have compared average Y-PSNR value of soccer 

video segment with resolution and frame rate coding. Figure 3 

depict the comparison results 
 

Fig. 3 performance between frame rate and average Y-PSNR 

Conclusion  

A new method for handling the data loss during the 

transmission of video streams has been proposed. Our proposed 

method is based on multiple scalable video coding description 

however, coding efficiency is not sacrificed as no extra bit data 

redundancy is introduced for increasing resilience of the video. 

The proposed method has the capability of being used as a 

scalable coding method and any data loss or corruption is 

reflected as reduction in the quality of the video slightly. Except 

for the case when all descriptions are lost, the video streams do 

not experience jitter at play back. The compatibility of the 

proposed method with H.264 standard simplifies the 

implementation process. Our proposed method is based on 

spatial scalability features of H.264 however, a reasonable 

extension of the work is inclusion of SNR scalability. 
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Table 1. Average Y – PSNR values when loss is in only one frame of 

each GOP 
sequence name resolution frame rate average Y-PSNR(db) 

soccer 

176x144 1.875 40.0523 

176x144 3.75 39.3372 

176x144 7.5 38.5628 

176x144 15 37.8929 

176x144 30 37.2444 

352x288 1.875 42.0773 

352x288 3.75 40.8051 

352x288 7.5 39.8017 

352x288 15 39.0347 

352x288 30 38.3607 

 


