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Introduction  

One of the biggest challenges of designers of cryptographic 

devices is to provide resistance against side-channel attacks. 

These attacks pose a serious threat to the security of 

implementations of cryptographic algorithms in practice, since 

they can disclose confidential data (i.e., cryptographic keys and 

user PINs) looking at the information leaked by their hardware 

implementation. Power analysis attacks extract secret 

information from an IC via measurement of the power 

consumption. In particular, differential power analysis (DPA), 

exploits the fact that digital circuits feature a power consumption 

profile dependent on the processed data: even small correlations 

between the circuit switching activity and the key material can 

be revealed by measuring the current consumption over repeated 

computations [1]–[3]. 

Previous Work 

Since the introduction of DPA, several countermeasures 

have been proposed in the technical literature. System-level 

techniques include adding noise to the device power 

consumption [4], duplicating logic with complementary 

operations [5], active supply current filtering with power 

consumption compensation [6], passive filtering, battery on 

chip, and detachable power supply [7]. Though these 

countermeasures have a pure theoretical interest since, with the 

current state of the art, their employment is limited by 

technological and cost constraints. 

As countermeasures that can be implemented using logic 

gates available in a standard-cell library, we can find random 

masking [8], random pre-charging [9], and random delay 

insertion [10]. Random masking is the most studied but, as it has 

been proved in [11], implementations in an automatic synthesis 

flow starting from a HDL description, can be still attacked 

exploiting glitches generated in the combinatorial networks 

when the random masks are applied.  

 Finally, the transistor-level approach is based on the 

adoption of a logic style whose power consumption is constant 

or independent of the processed data. In a dual-rail pre-charge 

(DRP) logic style (e.g., sense amplifier-based logic (SABL) 

[12], wave dynamic differential logic (WDDL) [13], dual-spacer 

DRP [14]), signals are spatially encoded as two complementary 

wires and power consumption is constant under the assumption 

that the differential outputs of each gate drive the same 

capacitive load. DRP logics are not affected by glitches but 

building two balanced wires requires a full-custom approach 

thus increasing design and maintenance costs. 

 Semi-custom design flows supporting differential logic 

families have been proposed in the technical literature. For 

instance, a technique for the automatic routing of balanced 

complementary lines has been introduced in [15]. Even if an 

automatic place and route could reduce design time and increase 

the portability, the proposed balanced routing technique does not 

take into account the dependence of the capacitive load on a line 

on the logic state of the adjacent wires and, furthermore, 

introduces additional constraints for the routing tool thus 

limiting its efficiency and, likely, causing an area overhead.  

 A second technique proposed in [16] is based on a masked 

dual-rail pre-charge logic style (MDPL) where, due to the 

random masking at the gate level, power consumption is 

randomized. Moreover, since MDPL is a DRP logic, glitches are 

avoided and, at the same time, the complementary wires do not 

need to be balanced thus removing the main drawback of the 

dual-rail circuits. As reported in [17], a first implementation of 

MDPL showed a DPA leakage due to the early propagation of 

the input data with respect to the masking ones. The authors 

propose an improved implementation (iMDPL) where SR-

latches are used to resynchronize the inputs thus forcing a 

combinatorial cell to evaluate only when all the inputs are in a 

valid differential state. 
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                           (a)                                               (b) 

Fig. 1. Time domain data encoding. (a) Logic-1; (b) logic-0 

The penalty with respect MDPL is a factor 3 and 1.5 in terms of 

area and power consumption, respectively.  

A third solution has been reported in [18]: a logic 

insensitive to unbalanced routing capacitances is obtained by 

introducing a three-phase dual-rail pre-charge logic (TDPL) with 

an additional discharge phase where the output which is still 

high after the evaluation phase is discharged as well. Since both 

outputs are pre-charged to VDD and discharged to VSS, a TDPL 

gate shows a constant energy consumption over its operating 

cycle. The main drawback of this solution is the additional area 

for the routing of the three control signals. 

 A single-ended version of TDPL has been also proposed 

which shows a lower overhead in terms of power consumption 

and area thus being suitable for embedded and mobile 

applications [19]. 

This paper proposes a novel approach to the design of a 

secure logic family which is based on a standard two-phase 

operation (pre-charge/evaluation) while being at the same time 

insensitive to unbalanced load conditions.  

 In the proposed logic family, the information is represented 

in the time domain by forcing a positive (logic-1) or negative 

(logic-0) relative delay between the differential lines. Therefore, 

as in TDPL, both outputs are pre-charged and discharged inside 

the operating cycles but, due to the chosen data encoding, a 

single control signal is sufficient as in a standard dual-rail logic.  

Design details and simulation results on a basic set of logic 

gates are reported in Section III. A case study is discussed in 

Section IV and an extensive comparison with the corresponding 

SABL design is carried out. Finally, the design of a latch and a 

flip-flop is reported in Section V. 

Proposed Logic Style 

 This paper proposes a delay-based dual-rail pre-charge 

logic (DDPL) which exploits the time domain data encoding 

shown in Fig. 1: during the pre-charge phase both differential 

lines are charged to VDD and, in the evaluation phase, are both 

discharged to VSS. The information is encoded in the order with 

which the lines are discharged. For a logic-1, the negated line is 

discharged after a delay Δ with respect to the asserted one. 

Conversely, for a logic-0, the negated line is discharged first. 

Since over the operating cycles both lines are charged and 

discharged once, the total current consumption is data-

independent.  

A two-input NAND/AND and a XOR/NXOR which operate 

accordingly to the introduced data encoding are depicted in 

Fig.2. With reference to the timing diagram shown in Fig. 3, the 

NAND operation is the following: 

 

 
Fig. 2. (a) NAND/AND and (b) XOR/NXOR 

 
Fig. 3. Timing diagram of the DDPL NAND 

1) pre-charge: at  the  beginning  of  each  cycle , signal clk  

goes  high,  thus closing N1 and N2 and pre-charging  both  

output  lines  to  VDD. Since during this phase  the input lines are 

high (outputs from another DDPL  gate), the pull-up logic is 

open. 

2) evaluation: the new DDPL encoded input data(A,Ā), ( B, B )  

are  presented  to  the  circuit on the falling edge of signal  clk. 

Since  A,B go low before A , B (both inputs are logic-1’s), the 

negated output Y  is discharged before Y, thus generating a 

logic-0, as expected in a NAND gate.  

The NAND operation for the other input combinations is 

similar. 

In order to convert a single-rail CMOS data to the DDPL format, 

the converter shown in Fig. 4 is used: during the pre-charge 

phase (clk = 1), both outputs are charged to VDD while, on the 

clock falling edge, they are discharged to VSS  forcing a delay Δ 

between them, accordingly to the single-rail input data A. If A = 

1, Y = 0, and Y  = 0 after a delay Δ. Conversely, for A = 0, Y  = 

0, and Y = 0 after a delay Δ. By construction, the CMOS-to-

DDPL converter has a data independent current consumption.  
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In order to simulate the cells in a real operating condition, 

the testbenches shown in Fig. 5 have been defined where, each 

input to the gate under analysis is driven by the CMOS-to-

DDPL converter. To simulate both balanced and unbalanced 

loads, a different number of CMOS inverter is used on the two 

outputs. The same testbench has been used to simulate the 

corresponding SABL cells. In both cases, only the current 

consumption of the gate under analysis is taken into account and 

every input data transition is simulated. 

 
Fig. 4. CMOS-to-DDPL converter 

 
Fig. 5. Simulation testbenches: (a) balanced and (b) 

unbalanced loads. 

 For the NAND/AND gate, a superimposition of the power 

supply current traces IDD(t) for the 16 input transitions is 

depicted in Fig. 6 in case of unbalanced loads. In both the cells 

SABL and DDPL, each operation phase can be clearly identified 

in the supply current profile. 

Notice that, in unbalanced load conditions, SABL cells 

show a data dependent current consumption especially during 

pre-charge. In the DDPL cells, the pre-charge current pulse is 

almost constant. In the evaluation phase, two pulses are visible 

which correspond to the transitions at distance Δ=1 ns of the 

outputs lines.  

Clearly, DDPL shows an advantage with respect to SABL 

since the two evaluation peaks at distance Δ = 1 ns must be 

resolved in order to detect a data dependency while, for SABL, 

resolving the pre-charge peak is sufficient. 

In other terms, in a standard pre-charge logic like SABL, 

the operating frequency constraints the logic synthesis of the 

design and determines, at the same time, the achievable security 

level. On the contrary, in DDPL, the clock frequency does not 

fix the security since it depends on the delay Δ which must be 

chosen considering only the critical path t crit of the design ( Δ > 

t crit ). 

 

 
Fig. 6. NAND/AND—superimposition of the power supply 

current 

traces: (above) SABL versus (bottom) DDPL. 

Table I 

Simulation results of DDPL NAND and XOR gates  

 
Therefore, a cryptographic core in DDPL can run at a low 

frequency (for instance in a power constrained application) 

having, in spite of that, a high resistance against DPA. 

As in [12], the energy per cycle      

                      dttIVE

T

DDDD )(
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                         (1) 

is adopted as figure of merit to measure the resistance against 

power analysis attacks. The normalized energy deviation (NED) 

is defined as             
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Fig. 7. DDPL full adder 
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Fig. 8. FULLADDER—superimposition of the power supply 

current traces: (above) SABL versus (bottom) DDPL 

Table II 

NAND-comparison with SABL and WDDL 

 
and NSD is the normalized standard deviation 

                          
E

NSD E
                                   (3) 

The obtained results for the analyzed gates are summarized 

in Tables I and II. As expected, SABL gates are sensitive to 

unbalanced load conditions   (NED > 67.5%, NSD > 31.73%) 

thus confirming that a balanced routing must be necessarily 

employed to obtain a constant energy consumption. Conversely, 

DDPL cells show an extremely balanced energy consumption 

(NED < 13.6%, NSD < 4.48%) in spite of unbalanced load 

capacitances (Table I). 

From Table II, it follows that, as expected, an increase in 

the mean energy per cycle must be taken into account since both 

output lines are discharged in each cycle. In terms of silicon area 

(see transistor count in Table II), DDPL shows a certain 

improvement with respect to SABL (25% for the NAND/AND) 

and a relevant advantage with respect to WDDL. Compared to 

TDPL, lower area consumption is also expected since DDPL 

does not require the routing of additional control signals. 

Table III 

Simulation results of full adder 

 

 Case Study 

 In order to confirm the results discussed in the previous 

section, a DDPL full adder designed as depicted in Fig. 7 has 

been tested and compared with the equivalent SABL design. It is 

based on XOR/NXOR and NAND/AND gates and cascaded 

gates are connected using a Domino logic where the static 

inverters are included inside the gates (see Fig. 2) and they do 

not cause an unbalanced energy consumption because, in each 

cycle, both inverters on each couple of output wires switch two 

times (0-1 commutation during the pre-charge phase and a 1-0 

event during the evaluation).  

On the contrary, in the SABL approach balanced 

interconnections between inverter and the following gate are 

necessary. As for the simulation of a single gate, balanced and 

unbalanced load conditions have been used on the outputs (Fig. 

5). 

A superimposition of the power supply current traces       

IDD(t) for the 64 possible transitions of the 3-bit input {A,B,Cin} 

is depicted in Fig. 8 for both SABL and DDPL in the unbalanced 

case. Results summarized in Table III confirm the improvement 

which has been obtained with respect to SABL. 

Flip Flop Design 

 The implementation of a data latch for the proposed logic 

style is based on the scheme shown in Fig. 9: the DDPL encoded 

data input is converted to a dual-rail CMOS format (CONV
-1

) 

whose outputs are    reset/set  the inputs to a CMOS SR-latch. 

On the outputs, a   CMOS-to-DDPL converter as in Fig. 4 is 

used to regenerate a DDPL data for the following combinatorial 

logic. A DDPL data flip-flop is obtained cascading two latches 

in master-slave configuration and it is shown if Fig. 10.   

 
Fig. 9. DDPL latch 

 
Fig. 10. DDPL Flip Flop 

   The input DDPL-to-CMOS converter and the 

corresponding timing diagrams of the DDPL latch are shown in 

Fig.11 (a) and (b) respectively: during the first  semi-period  of  

the  clock signal clk, P1  is open and the outputs reset/set , are 

both forced high by N1, N4 (hold state for the SR-latch). On the 

clock falling edge, P1 is closed, the outputs are released and the 

DDPL encoded input data (A,Ā) is presented to the circuit. As 

soon as the first input line goes low, P2 is closed and, depending 

on which input line goes low first, the corresponding output line 

goes low as well thus storing the correct logic value in the 

CMOS SR-latch. The cross-coupled nMOS transistors N2, N3 

force the other output in the opposite logic state.   

Since the input converter evaluation phase is driven by the 

input signals themselves, the proposed logic is insensitive to a 

skew on the clock signal clk, as long as it does not exceed Δf, 

where Δf  is the final delay on the flip flop inputs.  
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Fig. 11. DDPL-to-CMOS converter: (a)design and (b)timing 

diagram. 

It is worth noting that NXOR gate in Fig. 11(a) switches 

two times in each cycle. Therefore, under the assumption that a 

symmetric full-custom layout is used for the internal 

interconnections, the DDPL flip-flop is by construction DPA 

resistant. 

Conclusion 

 An efficient low power time domain data encoding based 

DPA-resistant dual-rail logic style that is suitable to be used in a 

semi-custom design flow has been introduced and compared to 

the state of the art in the technical literature. A set of 

combinatorial gates and a data flip-flop have been designed and 

simulated showing that the proposed logic family has constant 

energy consumption even in presence of asymmetric 

interconnections. The simulated energy consumption per cycle is 

more balanced than in the corresponding SABL gates. DDPL 

guarantees a level of protection against DPA similar to TDPL 

but it does require a single control signal. In terms of area, 

DDPL is comparable to SABL. The introduced time domain 

data encoding allows to set the DPA-resistance independently 

from the operating frequency by choosing the delay parameter Δ 

according to the expected resolution of current consumption 

measurements. 
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