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1. Introduction  

  The field of the learning sciences is represented by a 

growing community internationally. Many experts now 

recognize that conventional ways of conceiving knowledge, 

educational systems and technology-mediated learning are 

facing increasing challenging issues in this time of rapid 

technological and social changes. Furthermore, due to recently 

excessive progress in information and computer technologies 

applied at the field of the learning sciences, some complex 

interdisciplinary educational issues arise in practice. More 

recently, the adopted educational issue at this work has been 

presented as a special tutorial session [1].    

  Herein, this piece of research presents specifically an 

overview of two recently published work inspired by 

computational intelligence models. Both have been 

characterized by challenged bridging of two Natural inspired 

Models{Artificial Neural Networks (ANN
s
) & Ant Colony 

Systems (ACS)} across an interesting practical educational issue 

(Open Learning) [2][3]. Accordingly, this paper is organized by 

dividing into two main parts as follows. The first part, concerned 

with application of ANN
s
 models for assessment of students' 

adaptability considering their individual diverse Cognitive 

Styles. Additionally, the second part presents mathematical 

modelling of ACS optimization for evaluation of Cooperative e-

Learning (equivalently Open Learning) performance during face 

to face tutoring sessions. For more details about the organization 

of both paper's main parts, the following next section is 

specifically dedicated. It is worthy to note that work presents an 

open interdisciplinary research approach to model and evaluate 

realistically observations concerned with open learning 

phenomenon. Finally, some valuable conclusive remarks and 

suggestions for future research work have been presented at the 

end of this paper.    

Paper Organization   
 In brief , this  paper  is  divided  into  two   main  parts. 

Their organizations are introduced as follows: 

1.  The first part  
 A brief summary of this part is given at the paper's  3

rd
 

section. At the 4th section, a general adaptability model in e-

learning system is presented. A description of  Neural Network 

Model for Adaptability is given at the fifth section. At the 6
th
 

section, after running of adaptability simulation programs, 

assessments of obtained results are shown in details. 

2- The second part  
  At the paper's 7

th
 section, a brief summary of the second 

part is presented. Performance of one type of Ant Colony 

System (that formerly called Leptothorax albipennis) is given at 

the 8
th

 section. That's based on learning / teaching technique 

known as tandem running. At the 9th section, mathematical 

formulation of cooperative learning performance considering the 

(Follower/Leader) as teacher and pupil guided-error correction 

algorithm is introduced, in addition to its association to both 

supervised and unsupervised ANN
S
 learning paradigms. 

  Finally, at the last 10th section some valuable conclusive 

remarks and suggestions for future research work have been 

presented.    

Summary (Part I)     
  This part of research work adopts an innovative trend 

concerned with assessment of learners' adaptability at Open 

Learning Systems (OLS).  Courses presented via OLS are a new 

revolutionary approach of providing educational process. Even 

traditional institutions are increasingly incorporating the Internet 

e-learning online interaction means and software tools into their 
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programs [4]. Consequently, assessment of learners' adaptability 

in e-learning systems is an interdisciplinary recent issue 

motivated by researchers at the fields of education, cognitive 

science, and psychology. So, it is a rather critical and 

challenging issue concerned with realistic behavioral brain 

modeling. Also, it is associated with learners' ability to match 

their learning styles with instructor's teaching style and/or e-

courses material. This part adopts an investigational approach 

dealing with e-learning systems' adaptability considering 

learners' cognitive styles. So, by using ANNS modeling, a novel 

realistic simulation is presented herein for learning adaptability 

phenomena taking into consideration learners' diverse 

performance with different cognitive styles. At educational field 

practice, both learners' styles are called as Field Dependant 

(FD), and Field Independent (FI) cognitive styles [5][6]. Briefly, 

adopted approach herein, is a mapping of interactive e-learners' 

cognitive styles with adaptable e-learning systems into realistic 

domain to ANN modeling. Conclusively, investigational 

objectives of this work are fulfilled using two different learning 

paradigms inspired from ANN models to simulate relevantly 

learners' cognitive types [5]. In more details, the FD cognitive 

style is simulated as error back propagation learning rule as one 

type of supervised learning paradigm[7]. However, to simulate 

other FI cognitive style, Hebbian learning rule is adopted as one 

of unsupervised learning paradigms [7]. Interestingly, obtained 

results shown to be agree well with results obtained by practical 

educational experimental work [8].  

  Finally, it is worthy to note that presented approach opens 

more elaborate interdisciplinary research area for realistic 

evaluation of observed educational phenomena. That's 

concerned with adaptation of educational systems considering 

individual deference of learners' cognitive styles, as well as their 

cooperative learning performance.  

General Adaptability Model 
  In general, the adaptation in systems is classified as either 

adaptable systems or adaptive systems [9]. Adaptable systems 

allow the user to change certain parameters and adapt the 

systems’ behavior accordingly. On contradictory, adaptive 

systems adapt to the users automatically based on the system’s 

assumptions about the users’ needs [10]. Herein,  assessment of 

adaptable e-learning systems  is considered. Such systems 

facilitate learners to change their own specific parameters 

individually. These changes needed to be adaptable with 

instructional teaching styles (system inputs). Practically, at 

educational field, adaptable instructional methodologies are 

varying much. Such methodologies' variations  range from either 

oral lectures presentation , demonstrations,  focusing  on 

principles  or emphasizing on memory [11]. Herein, all of 

instructional methodologies assumed to be virtually in 

correspondence with various values of learning rate factor. 

Matching between instructional teaching styles and learners' 

preferred learning style increased comfort level and willingness 

to learn, which provides practice and feedback in ways of 

thinking and solving problems [11]. In most of OLS , all learners 

are capable to control accessing of some E-course materials in 

accordance with their own learning objective(s). In other words, 

such controlled accessibility is attained through fixable 

navigation via e-learning system's materials available to all of e-

learners (students). Generally, individual learners adopt 

preferable learning strategy. An individual's collective strategies 

for learning are his or her "learning style." A learning style 

includes strategies for cognitive (mental), affective (emotional), 

social (interpersonal and cultural), and physiological (physical) 

components of learning [12].  

  This piece of research concerned mainly with two e-

learners' diverse cognitive styles, while interacting with their 

tutors besides e-course learning materials. By more details, in 

practical educational field; performing of learning process 

essentially supported by two e-learners' multimedia brain 

functions. Both functions are required to perform efficiently 

learning/teaching interactive process as follows. Firstly, pattern 

classification function for e-course material given through 

(visual / audible) interactive signals.  Referring to ANN
S
 point 

of view, that function originated for signals' perception, 

essentially needs supervisor’s (tutor's) intervention (face to face 

interactive tutoring) to converge learning process [13]. 

Secondly, associative memory function which is originally 

based on classical conditioning motivated by Hebbian learning 

rule. It belongs to the principle of learning without a teacher 

(unsupervised) [7]. 

  

 
Figure 1: A general adaptability model for e-learning system 

with diverse cognitive learners' styles 
  In other words, from educational point of view, e-learning 

processes could be performed well either via interaction with a 

teacher ( face to face learning)  or  by applying computer aided 

learning (interactive visual/audible) software [13][14][15]. 

     At Figure 1, a qualified teaching/learning adaptability 

model is illustrated to perform realistic simulation of above 

mentioned adaptable brain functions,(referred to next section). 

Inputs to neural network cognitive style model are provided by 

environmental stimuli (supervised E-course learning material). 

The correction signal for the case of learning with a teacher is 

given by  responses outputs of the model will be evaluated by 

either the environmental conditions (unsupervised learning) or 

by the teacher. Finally, the teacher plays a role in  improving  

the  input  data  (stimulating the learning)  by   reducing   noise 

and redundancy of the  model  input. That is  according  to  the  

teacher’s  experience, he provides the model with clear data with 

maximum signal to noise ratio. However, that is not our case 

which is based upon unsupervised Hebbian self-organized 

(autonomous) learning. 

Neural Network Model of Adaptability  
     Diverse cognitive styles are classified into either field 

dependent (FD) or field independent (FI) cognitive style [5]. The 

shown model at Figure2 presents adaptability of FD cognitive 

style is considered. Error correction learning rule is adopted to 

simulate learner's adaptability towards coincidence with 

instructional environment. In other words, this coincidence state 

implies the occurrence of matching between students' learning 

style preferences and the instructor's teaching style. 

Furthermore, presented ANN model in below gives attention to 

simulate of student's personality indicator that influences his/her 
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way of adaptable learning after Myers-Briggs Type Indicator 

(MBTI) [16]. This MBTI based on Jung’s theory of 

psychological types [18]. 

  It  has  been   recently   adopted   for   learning   style   

analysis  and evaluation  in  engineering  education [18]. 

Therein, based on  (MBTI), simulation of students' individual 

characteristics are given by (extroversion/introversion). An 

extrovert attitude represents interaction with learning 

environment is relevantly simulated by  learning rate. Whereas 

learner's introvert’s preferred focus is on his/her own thoughts 

and ideas (Intrinsic neuronal  weight  parameters). 

 
Figure 2: Block diagram of adaptability Model for FD 

cognitive style. 
The error vector at any time instant (n) observed during learning 

processes is given by: 

)(-)()( ndnyne =
    (1) 

Where 

)(ne
: Error correcting signal controlling adaptively 

)(ny
: The output signal of the model 

)(nd : Numeric value(s) of the desired /objective parameter of 

learning process (generally as a vector).Referring to above 

figure 1.,following equations are considered:  

)()()(k nWnXnV
T

kjj=
    (2) 

)e(1)e-(1))(()(
)(k)(k

kk
nVnV

nVnY
λ−λ− +=ϕ= /

 (3) 

)(-)()( kkk nyndne =
    (4) 

)()()1( kjkjkj nWnWnW ∆+=+
   (5) 

Where X is input vector, W is the adaptable weight vector, ϕ is 

an odd sigmoid (activation) function characterized by λ as gain 

factor and Y as its output, ek is the error value, and dk is the 

desired output. Noting that ∆Wkj(n) is the dynamical change of 

adaptable weight vector value connecting the k
th

 and i
th

 neurons . 

Equations (2 to 5) are commonly applied for both FD and FI 

cognitive styles. So, the dynamical changes of adaptable weight 

vector values for FD style are given by equation: 

)()()( kkj nXnenW jη=∆
   (6) 

where, η is the learning rate value during learning process for  

both  FD and FI cognitive  styles. However, dynamical change 

of adaptable weight vector values in case of  FI cognitive  style  

are given by equation: 

)()()( kkj nXnYnW jη=∆
   (7) 

Noting that ek(n) in (6) is substituted by yk(n) at any arbitrary 

time instant (n) during learning process. 

Where X is input vector, W is the adaptable weight vector, ϕ is 

an odd sigmoid (activation) function characterized by λ as gain 

factor and Y as its output, ek is the error value, and dk is the 

desired output. Noting that ∆Wkj(n) is the dynamical change of 

adaptable weight vector value connecting the k
 th

 and i
th

 neurons. 

Equations (2,3,4,and 5) are commonly applied for both FD and 

FI cognitive styles. 

Simulation Results 
The obtained simulation results are depicted as four sets of 

graphs shown in below , at the four Figures (3,  4 ,  5 , and  6) 

described as follows: 

1- The two sets of graphs shown in Figure 3 and Figure 4 are 

following the above two equations (6),(7) respectively. Both 

represent graphical simulation results obtained after running a 

computer program model. Noting that learning environment is 

considered as input vector having the same dimension as  

learners' self-intrinsic weight vector. Furthermore, it represents 

one of the teaching methodologies (corresponding to learning 

rate value). That is selected to measure behaviors of FD, and  FI  

learners' cognitive styles. Additionally, both sets of obtained 

graphical results(at Figure. 3 and Figure. 4) simulate realistically 

students' behavioral learning by increasing number of 

neurons(dimension of  weight vector) contributing to 

adaptability dynamics. These results presented for both 

cognitive style FD, and FI  are corresponding to error correction 

and Hebbian learning paradigms, respectively.  

 
Figure 3: Adaptability convergence time considering FD 

learners' cognitive style for three different teaching 

methodologies corresponding to three learning rates 

 
Figure 4: Adaptability convergence time considering FI 

learners' cognitive style for three different teaching 
methodologies corresponding to three learning rates. 

2- By referring to the set of graphs shown at Figure 5 & Figure 

6, some interesting   interpretations concerned with quantifying 

learning adaptability are investigated. The nearness of learners' 

styles towards the instructor's style vector measured on the  

abscissa ( with 90 %) . However on the ordinate axis, it  is  
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shown   frequency of  occurrence (probability) for various 

matching values. 

 
Figure 5: Statistical distribution of adaptability matching 

individual learners' differences  with FD cognitive style after 

running of computer program 
Briefly, referring to Figure 5, value by improvement of learning 

rate factor -for FD cognitive styles- results in very slightly 

increase in average matching value  which  measures 

quantitatively learning adaptability.Conversely, referring to 

Figure 6, improvement of learning rate factor -for FI cognitive 

styles- results in well observed increase in average measured 

adaptability matching values.  

 
Figure 6: Statistical distribution of adaptability matching 

individual learners' differences with FI cognitive style after 

running of computer program 

Summary (PartII) 
  In face to face tutoring , the phase of interactive cooperative 

learning  is an essential  paradigm aiming  to improve  any of 

Open Learning Systems' performance. In some details, it has 

been recently,  declared  that  cooperative  interactive  learning  

among  studying   agents   fellows (learners), contributes about 

one fourth of learning achievement (output) attained at  face to 

face tutoring sessions [13]. The presented work develops 

educationalists' special attention towards addressing of learning 

convergence speed considering metric time measurement (as one 

of main learning parameters). Referring to realistic Ant Colony 

System (ACS) approach, that time measurement equivalently 

considered as natural analogy to learning response time. That's 

in fulfillment of a pre-assigned learning output level observed  

practically  -at   educational field-  to  be  attained   after  time   

period defined  as  learning  response  time.  Herein, cooperative 

interaction among e-learning agents (students) adopted for 

realistic analogical modeling in accordance with ACS agents 

(ants) behavior. Consequently, by referring to cooperative 

tutoring sessions and on the bases optimal solution of Traveling 

Sales-man Problem (TSP) reached by (ACS), cooperative 

learning process is mathematically modeled.  It is noticed that 

optimal solution of TSP obtained-by some speed- with 

dependence upon different values of inter-communication levels 

among ACS agents (ants) . So, consecutive steps performed by 

Open Learning Systems analogously accumulate cooperative 

learning  function as that happens at ACS with and without 

communication[19-21]. Adopted mathematical model herein is 

well supported by some recently published papers. Such as that 

deals with Biological Information Processing Mechanism in 

Neural and Non-Neural Bio-Systems [22]. And others associated 

with comparative study of behavioral learning in human versus 

some non-human creatures[22-26].Moreover, presented model 

inspired by interesting analogy shown between cooperative ACS 

performance(ants), and cooperative behavioral learning among 

number of place field neuronal cells(at hippocampus rat's brain 

area), for solving reconstruction problem [26-29]. This rat's 

behavioral learning model illustrated the effect of increasing 

number of neuronal cells upon better performance in reaching 

more accurate result when solving pattern recognition problem. 

In other words, results for interesting comparative analogy 

between two distinct types of computational intelligence agents 

illustrated the effect of increasing number of agents (either 

neuronal cells or ants), on cooperative learning performance. 

Finally, suggested mathematical model proved to perform 

realistically natural as that expected for mutual cooperative 

learning interaction among learning agents. Objectively, 

presented comparative study may results in optimal 

improvement of Open Learning  performance.                        
Leptothorax  Albipennis  Performance  

A specific type of ant colony systems formerly called 

Leptothorax albipennis  performs a paradigmatic decentralized 

decision-making based on learning/teaching technique known as 

tandem running. Briefly, this  type of ACS adopts (tandem 

running technique) and performs its behavioral learning function 

sequentially (in stepwise) as follows. In case of one ant running 

to lead another ant moving from the nest to food, both leader and 

follower (teacher and pupil) are acutely adaptive sensitively to 

the progress of their partner. To the best of our knowledge; 

agents of  Leptothorax albipennis ACS perform a creative inter-

communication technique among ants. That's involves teaching 

by interactive feedback between two ants controlling trade-off 

between speed and accuracy [24][26][30].  Its individual agents 

(ants) adopt tandem running which is an intelligent behavioral 

teaching technique [30]. Colonies of that ant type have been 

shown flexibly to compromise accuracy for speed. Briefly, in 

case of one ant running to lead another ant   moving  from  the  

nest  to  food, both   leader  and    follower   are analogous to 

teacher and pupil. Both are  acutely   sensitively  adaptive to   

progressing  of  their  partner. This learning  technique      

involves teaching by interactive feedback between two ants  

controlling trade-off between speed and accuracy[31].             

Tandem running technique  

  Referring to Figure 7,  it illustrates schematically the 

learning paradigm inspires from tandem running technique. This 

technique involves interactive bidirectional feedback between 

teacher and pupil corresponding to leader and follower ants 

respectively. Furthermore, at this figure, depicted block named 
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as (Follower/Leader) suggests that tandem followers after 

learning  their lessons so well , that they often become tandem 

leaders [30][31].                                                        .                                                            

 
Figure 7: Illustrates a schematic diagram for tandem 

running  technique involves bidirectional feedback. 
  In cooperative learning context, the above type of ACS 

behavioral learning performance [31][32] is analogous to what 

could be observed in classrooms; if one agent (student) behaves 

independently upon other agents' achievements [33].  So, it 

described as teacher-centered  providing Individual learning 

which implies that leader ant (teacher) can transfer knowledge 

and cognitive skill to the learner (another ant) 

[33][34] . Accordingly, via that teacher-centered type of learning 

the teacher provides the major source of information, and 

feedback [22]. Conclusively , ANN models based on supervised 

learning paradigm are relevant for realistic simulation of 

cooperative teacher-centered learning performance [20][21].                                                                                
Performance of ACS optimization 
  Following ANT-density algorithm, the Ant Colony of type 

(Leptothorax albipennis), is capable of solving TSP optimally. 

That solution is given by simulation results shown therein, at 

[35]. Therein, it is shown  that efficiency per ant (required to 

reach optimal TSP solution), is well improved as number of ants 

increase.  Furthermore, it could be observed that number of trials 

increase at Thorndike's psycho-learning experimental  model, is 

analogous to number of ants at ANT-density algorithm [26]. 

Finally, the presented model seems to take into account the 

mixed learning paradigms in accordance with the performed 

functions either at the level of Follower/Leader or at the global 

ACS agents to perform main objective foraging function. At the 

bidirectional feedback between teacher and pupil respectively 

corresponding to leader and follower ants, error correction 

(supervised) learning with a teacher (at ANNs paradigm) is 

considered [7][35][36].However, learning by interaction with 

environmental conditions is considered for performing main 

ACS foraging function[35][37].                               .                                                                                                  

Mathematical Formulation Of Cooperative Learning 

Performance 
The following two subsections (A&B) illustrate 

conclusively the mathematical formulation of cooperative 

learning performance. That's by referring to ANN models' 

analogy, considering both supervised and unsupervised learning 

paradigms.  By some details, presented Figure 6. illustrates set 

of  performance curves of ANN model after running program 

(unsupervised learning). However, Figure 9 presents set of 

curves after running program (supervised learning). Both figure   

considered for different number of agents (neurons), different 

gain factor values, and different learning rate values. The 

mathematical formulation given by equations (8)&(9) are 

described generally by set of curves given at Figure 9 and Figure 

12, respectively. Conclusively, presented mathematical 

formulation model proved to perform as realistically natural as 

expected performance for mutual cooperative learning among 

interactive learning agents (either neuronal cells or ants).                                                                                    

A. Generalized Model Of Learning Performance Curves 

(Learning Achievement Measurement) 

 
Figure 8: Learning performance to get accurate solution 

with different gain factors 0.05, 1,and 2, while #cycles = 300 

and Learning Rate = 0.3 
Referring to the normalized behavioral model of ACS 

(Optimization Algorithm), adopted for solving TSP [23].  

Therein, considered changes of communication levels ( 

indicated  by λ  parameter). The value of this   parameter   

causes   directly   the speed   changes   for  reaching optimal  

solutions following the mathematical formula:   

y(n)= (1-exp(-λi(n-1)) / (1+exp(-λi(n-1))                               (8)                                                        

where  λi represents one of gain factors (slopes) for sigmoid 

function. 

 
         

 

Figure 9: Graphical representation of learning performance 

of  model with different gain factor values (λ) adapted 

from[23]. 

B. Generalized Model Of Learning Performance Curves 

(Error-rate measurement)  
In agreement with all of the set of curves  shown   at   three  

figures (10,11, and 12),  they  are  all  with close similarity   to 

exponentially decayed performance curves. A normalized 

abstract set of decayed  exponential curves are  given  at  Figure 

12. That's   following the mathematical formula where suggested 

(ηi) to be defined as a  value learning rate factor. The set of 

various learning rate factor values are denoted by (ηi). These  

factor values are  mathematically  presented  after  normalization   

of  different  learning  performance  curves   (at  Figure 10) as 

follows: 
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y(n)= exp(-ηi(n-1))           (9)  

where (n) is the number of training cycles. 
Referring to Figures (10 & 11), the effect of gain factor as  well 

as learning  rate  changes  on  cooperative  learning  

performance  is introduced graphically. It is very interesting to 

note that analysis of introduced effect is supported well by the 

exponentially decayed graphs described by equation (9) and 

illustrated by set of curves at Figure 12. 

 
Figure 10: Hebbian learning performance error-rate with 

different gain factors : 0.05, 1,and 2, while  #cycles = 300 and 

Learning Rate = 0.3. 

 
Figure 11: Error correction performance based on time 

response parameter with considering three different 

learning rates: 0.05,0.1,and 0.3 for gain factor = 0.5 , while  

#cycles = 300. 

 
Figure 12: Different learning performance curves for  

different learning rate factor values (ηηηηi) adapted from [38] 

 

 

Conclusions and Discussions  
 Six interesting and valuable conclusive remarks are given as 

follows:  

1-Analysis and evaluation of  adaptability in e-learning systems 

is an interesting interdisciplinary issue  motivated at the fields of  

education, cognitive science, and psychology. It is a rather 

critical and challenging concerned mainly with e-learners' brain 

function resulting in ability to match their preference learning 

styles with instructor's teaching styles (e-courses material).  

2-An extension of presented work,  more elaborate assessment is 

urgently needed for learning adaptability as well as adaptivity  

phenomena at OLS. That mainly aims is that to investigate 

mystery of brain adaptation  observed at educational field. 

Which possibly carried out by considering the effect of either 

dynamical changing of learners' internal weights of brain status 

via ANN modeling (self-intrinsic gain factor of Sigmoid 

function), or external learning environment (instructor's teaching 

style) via different learning rate values. 

3-Future research work has to consider other observed learning 

phenomena. Such phenomena would have subjected to 

investigational analysis and evaluations. One of very recently 

considered learning phenomenon  which  based on cognitive 

psychology and neuroscience That's considerate computing 

applied to modify learning systems. These systems have to 

monitor interruption phenomena carried out by students 

following computer screen (VDU) activities [39].  

4-The existence of an obstacle at some point of ants' pathway is 

analogous to noisy data applied when training some artificial 

neural model[39]. In accordance with the asymmetry degree of 

obstacles' shape, signal to noise ratio is inversely  proportional. 

Consequently, the time needed to find the shorter pathway 

(analogous to cooperative learning convergence) is directly 

proportional to degree of obstacle asymmetry  [40][41]. 

5-The stored experience during Hebbian learning process, and 

computational intelligence of ACS are both analogues to the 

needed CPU time in order to develop minimum error for 

reaching optimum learning achievement[22][42][43]. 

6- Generally, realistic simulation of learning processes th based 

on brain performance have been presented recently via mental 

stimulation of brains' synapses and neurons [44].  

6-Finally, presented analysis and evaluation herein -based on 

suggested mathematical modelling- may shed light on promising  

enhancement of cooperative learning performance. That's by 

considering obtained interesting resemblance of cooperative 

learning phenomenon (foraging process), with unsupervised 

(Hebbian) learning rule, (presented by equation (7)). However, 

supervised ANN learning model simulates realistically the 

(Follower/Leader) performance considered as teacher and pupil 

guided-error correction algorithm (presented by equation(6)).  
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