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Introduction 

Evolutionary optimization algorithms are studied in 

different fields. Need to find global optimum of the fitness 

functions which are defined in different fields such as control, 

communication, mechanics, economy, Artificial Neural 

Networks (ANN) and chemistry lead to improve the 

evolutionary algorithms [1-4]. Also due to usages of these 

algorithms to solve the continuous and discontinuous problems, 

the research topics in this field has increased [5]. Classical, 

gradient based and analytical optimization methods are 

repeatedly trapped in the local optimums. After these methods, 

the Evolutionary Computation Algorithms (ECAs) have been 

proposed. With increasing the processing power of computers, 

the evolutionary algorithms are more considered. In 1935 the 

Genetic Algorithm (GA) was introduced based on the Darwin 

theory and natural selection by Holland and his students [6]. 

GAs operate on a population of potential solutions by applying 

the principle of the survival of the fittest to produce successively 

superior approximations to a solution. At each generation of the 

GA, a new set of approximations is reproduced by the process of 

selecting individuals according to the fitness and some other 

operators form natural genetics [7]. Also, bird flocks and fish 

school’s behaviour were studied by Reynolds and Heppner in 

1987 and 1990 to define new optimization algorithms. Particle 

Swarm Optimization (PSO) proposed and developed by 

Kennedy and Elbe hart in 1996 [8]. This algorithm is an 

evolutionary computational model which is based on swarm 

intelligence [7]. Esmail Atashpaz proposed the ICA algorithm 

inspired by the imperialistic competition in 2007 [9]. Similar to 

the other evolutionary algorithms that start with an initial 

population, ICA begins with initial empires. Any individual of 

an empire is called a country. There are two types of countries; 

colony and imperialist state that collectively form empires. 

Imperialistic competitions among these empires form the basis 

of the ICA. During this competition, weak empires collapse and 

powerful ones take possession of their colonies. Imperialistic 

competitions converge to a state in which there exists only one 

empire and its colonies are in the same position and have the 

same cost as the imperialist [1]. Some researchers tried to 

improve the performance of the evolutionary algorithms by 

modifying the previous algorithms [7, 10]. Methods which are 

proposed to improve the evolutionary algorithms reduce a series 

of disadvantages from them. Another approach is combining the 

previous evolutionary algorithms to improve their performance 

[11, 12]. One of the important characteristics for all the 

optimization algorithms is optimization time and algorithm 

speed to get to the optimized answer. Also, importance of these 

characteristics can be revealed by looking at the real time usages 

of the evolutionary optimization algorithms [13]. In addition of 

the convergence time and algorithms speed, variance of the 

convergence speed must be noticed to evaluate the performance 

of the evolutionary algorithms. This paper proposes a novel 

hybrid approach to combine the ICA and GA. The proposed 

hybrid algorithm has a better convergence speed in comparison 

to its basic algorithms. In this paper, the comparison between the 

suggested algorithms and other basic algorithms is done by 

comparing the algorithms average convergence speed and their 

variance convergence speed. 

Imperial competition and genetic algorithms will be 

considered as a basis, In order to optimize the portfolio of stocks 
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in Tehran Stock Exchange, And then examined Limitations 

of these methods in planning or solving computer, Will try, To a 

more comprehensive model is presented in the context of 

mathematical programming  

Basic Algorithms 

ICA 

ICA optimizes the objective function via imperialistic 

competition idea. This algorithm uses the assimilation policy 

which the imperialistic countries have reached after the 19th 

century. Based on this policy the imperialists try to improve the 

economy, culture and political situations of their colonies. This 

policy makes the colony’s enthusiasm toward the imperialists. In 

this theory, an imperialist with its colonies is called an empire. 

In this approach, the power of an empire depends on the power 

of its imperialist and its colonies. By imperialistic competitions 

the imperialists which are weaker lose their colonies. These 

colonies would join a more powerful empire for greater 

supports. After a while, the weaker empires will lose all their 

colonies and their imperialists will transform to the colonies of 

the other empires; at the end, all the weak empires will be 

collapsed and only one powerful empire will be left.  

 

Fig. ①  depicts the flowcharts of the ICA [9]. For coding 

this algorithm, an initial population is created randomly. Each 

member of this population is a vector of random numbers which 

is called a country. The cost of objective function will be 

calculated for each of these countries and shows their power. 

Countries which have more optimized costs select as the 

imperialists and other countries select as colonies and would 

divide between the imperialists. Imperialists with their relevant 

colonies are named empires. Cost of each empire determines its 

power. Equation     shows how the power of empires can be 

calculated.  

              

Equation   

Where     is the total cost of the th empire and  is a 

positive number which is considered to be less than 1 and 

  presents colonies of th empire. The colonies 

move toward their imperialists, in each iteration. Fig.  depicts 

how colonies move toward their relevant imperialists. In this 

figure, χ   is a random variable with uniform distribution 

between 0 and    . Equation   shows how χ   

calculates  

             Equation  

Where  is a number greater than 1 and  is the distance 

between colony and imperialist  . To search different  points 

around the imperialist, a random amount of deviation is added to 

the direction of movement which is showed by  in Fig. . In 

this figure,   is a random number with uniform distribution 

between  and   . Equation shows how calculates.  

                        Equation  

Where    is a number that adjusts the deviation from the 

original direction?  

 

 

 

 
In this method, colonies will exchange their positions by 

their imperialists when they earn a cost more optimized in 

comparison to them. Fig. ③   depicts how  the positions can be 

exchanged. 

 

 
Next step is imperialistic competition. All empires try to 

take possession of colonies of the other empires and control 

them. So, the most powerful empire must take possession of a 

colony from the weakest empire. Fig. ④ depicts how it can be 

modeled. 
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After a few iterations, powerless empires will collapse in 

the imperialistic competition and their colonies will be divided 

among other empires. At the end, all the empires except the most 

powerful one will collapse and the colonies will be under the 

control of this unique empire. In this new world all the colonies 

have the same position and same costs and they are controlled 

by an imperialist with the same position and cost as themselves. 

In this condition the imperialistic competition ends and the 

algorithm stops. Position and cost of remained imperialist 

respectively show the optimized variables of the problem and 

optimized result of the problem [1].  

 
 

GA 

By noticing the Darwin theory about evolution, GA is 

created. Fig. 5 shows the flowchart of this algorithm [6]. For a 

specific problem, the GA codes a solution as an individual 

chromosome. It then defines an initial population of those 

individuals that represent a part of the solution space of the 

problem. The search space therefore, is defined as the solution 

space in which each feasible solution is represented by a distinct 

chromosome. Before the search starts, a set of chromosomes is 

randomly chosen from the search space to form the initial 

population. Next, through computations the individuals are 

selected in a competitive manner, based on their fitness as 

measured by a specific objective function. The genetic search 

operators such as selection, mutation and crossover are then 

applied one after another to obtain a new generation of 

chromosomes in which the expected quality over all the 

chromosomes is better than that of the previous generation. This 

process is repeated until the termination criterion is met, and the 

best chromosome of the last generation is reported as the final 

solution [7].  

Problem Statements 

To improve the evolutionary optimization algorithms, it is 

needed to study on their weaknesses. So it can be surveyed as 

follow: 1) Simple GA doesn’t have enough intelligence to 

recognize the most important regions of optimization area. This 

algorithm always searches the whole region of optimization area 

to find the optimized answer and doesn’t have more 

concentration on any special region which is talent full to 

contain the global optimum. This weakness causes the 

convergence curve decreases softly. So the algorithm will 

optimize the problem slowly in the first generations compared to 

the ICA [14]. So a method for compensating this weakness is 

needed. 

ICA at the first iterations of optimization, instead of GA, 

concentrates on the talent full regions of the optimization area 

which have more chance to contain global optimum. But in this 

method other regions aren’t concentrated enough. This shows 

that the ICA in opposite of GA will lead to a good convergence 

speed in the first iterations but in the final iterations it doesn’t 

show a good performance. So a method is needed which forces 

the ICA to attend on all the regions uniformly. For solving this 

problem the ICA-GA method is proposed in 4.1. 2) By using the 

ICA method, in the last iterations of optimization, all of the 

colonies gather besides the imperialists. So by each iteration, 

just a few colonies have big replacements because of the 

invasions by the other empires. This causes that, although the 

imperialists are near the global optimum, the algorithm wouldn’t 

be able to find the global optimum. So a method is needed in 

order to move these colonies to other regions. For solving this 

problem RICA- GA is proposed in 4.2.  

Proposed combination methods 

ICA and GA simple combination METHOD (ICA-GA) 

With intelligent combination of the two evolutionary 

algorithms of ICA and GA, these algorithms can be used next to 

each other for covering their disabilities. The suggested method 

is based on using the ICA in the first  iterations of optimization. 

This leads that the ability of ICA in the first iterations of 

optimization be used. At the second part of optimization the 

developed population calculated by ICA is given to the GA. So 

the ability of GA in finding the global optimum without 

forgetting the other regions will be used in this section of 

algorithm. Fig. 6 shows flowchart of the algorithm. 

 

 
ICA and GA recursive combination method (R-ICA-GA) 

This algorithm proposes to combine two basic algorithms 

based on recursive repetition of them. GA always prevents 

increasing the concentration on talent full regions of 

optimization area. On the other hand, ICA always sends the 

colonies toward the imperialists and gathers a big percentage of 

population near the imperialists. The global optimum usually is 

near the local optimums in most of the problems. So the 

populations which are gathered near to the imperialists of ICA 

(which may be near the global optimum), will expand and 

twitch, by recursive combination of these two algorithms. In 

fact, the suggested algorithm behaves based on ICA, but it has 

used the help of GA to expand the population of colonies which 

are gathered near the imperialists. Fig. 7 shows the behavior of 

colonies in the proposed algorithm. As shown in Fig. 7 the 

proposed algorithm, uses ICA to move the population toward the 

imperialists, with the difference that the population movement is 

done in a billowy way. This billowy movement leads to a fast 

decrease in the convergence curve in the times which algorithm 

switches from ICA to GA and vice versa. This fast decrease 

shows the more optimized regions next to the imperialists are 

found. Fig. 8 shows the flowchart of the R-ICA-GA algorithm. 
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$%, $& and $' depend on the problem can be chosen. For 

example $% is chosen 50 for the benchmark ('(given in the 

appendix) in section 5; also $& and $' are chosen 10. 

 

 
Experimental studies 

In this part, the proposed algorithms are tested with three 

bench mark problems. two benchmarks of G1 and G2 (given in 

the appendix) are the simple optimization problems [9] and G3 

(also given in the appendix) is a difficult optimization problem. 

The two first benchmarks are given for comparing the different 

algorithms’ performance. The third benchmark is optimized for 

showing the power of the proposed algorithm in complicated 

problems. Four algorithms of GA, ICA, ICA-GA and R-ICA-

GA are used for testing and comparing. In the two algorithms 

ICA-GA and R-ICA-GA, the exact code is used which has been 

written for two algorithms of GA and ICA. This shows that the 

new combination has been improved in comparison to the basic 

optimization algorithms and if the basic algorithms’ codes are 

written more precisely in order to reach to the answer faster, the 

performance of the proposed hybrid algorithms will be better 

too. Results of the tests are studied in two categories. First a 

short study on the result of applying proposed algorithms on the 

simple optimization problems is done and after that analyzing 

the power of these algorithms in difficult and complicated 

problems is given. 1) Fig. 9 and Fig. 10 show the test results of 

the GA, ICA, ICA-GA and R-ICA-GA on the two benchmarks 

of G1 and G2. These results are obtained after 20 times running 

of each algorithm and choosing the closest sample to the average 

of convergence speed of these 20 runs. It is depicted in the 

figures that the ICA-GA algorithm behaves like the ICA in the 

beginning of optimization and it behaves like GA in the second 

stage of optimization. The R-ICA-GA algorithm has a very good 

performance in comparison to the other three algorithms. 

2) TABLE I shows the test results of the GA, ICA, ICAGA 

and R-ICA-GA algorithms on the G3. Each algorithm has been 

run 20 times and the average convergence speed and its variance 

is seen in this table. As seen in TABLE I the average 

convergence speed of ICA-GA is improved 46% in comparison 

to the GA and 32% in comparison to ICA. The average 

convergence speed of R-ICA-GA is improved 90% in 

comparison to GA and 88% in comparison to ICA. It is seen that 

the R-ICA-GA algorithm is more powerful in comparing to the 

other algorithms in the aspect of convergence speed and also it 

has a good convergence speed variance too. 

 Fig. 11 shows the convergence speed curve of the GA, 

ICA, ICA-GA and R-ICA-GA algorithms on G3 beside each 

other. In this sample the time of switching from ICA to GA in 

ICA-GA ($ from Fig. 6) is selected 150 iterations. By zooming 

on the switching region, a fast curve decrease will be seen after 

switching from ICA to GA in Fig. 11 . The reason is described 

in 4.2. With using this fast decreasing continuously it will be 

seen that the R-ICA-GA algorithm has reached to the optimum 

answer with a much less iterations in comparison to the tree 

other algorithms. The first switching time from ICA to GA in 

the R-ICA-GA is chose to 50 iterations and after that each 

algorithm runs for 10 iterations recursively. This process 

continues until the global optimum is found. 
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Conclusion 

In this paper an evolutionary algorithm was proposed based 

on ICA and GA. The proposed algorithm was performed by 

repeating ICA and GA recursively and was named R-ICA-GA. 

It was presented that the proposed algorithm has a better 

performance, in simple and complicated problems, compared 

with its basic algorithms. Also a hybrid algorithm is made from 

the simple combination of ICA and GA which is named ICA-

GA. This paper showed that a fast decrease in the convergence 

speed curve will be occurred while switching from ICA to GA. 

This fast decrease was used for making a powerful hybrid 

algorithm. Also the GA, ICA, ICA-GA and R-ICA-GA were 

compared with each other on three optimization problems. 

Appendix 
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