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1. Introduction  

Columns occupy a vital place in the structural system. 

Weakness or failure of a column destabilizes the entire structure. 

Strength & ductility of steel columns need to be ensured through 

adequate strengthening, repair & rehabilitation techniques to 

maintain adequate structural performance. Recently, composite 

columns are finding a lot of usage for seismic resistance. In 

order to prevent shear failure of RC column resulting in storey 

collapse of buildings, it is essential to make ductility of column 

larger. Recently, most of the buildings utilize this CFT concept 

as primary for lateral load resisting frames. The concrete used 

for encasing the structural steel section not only enhance its 

strength and stiffness, but also protects it from fire damages. 

Recycled aggregate concrete is used as an infill in order to 

achieve economy.  

One way of including specimen irregularities in the model 

is to use the results of the available experiments to predict the 

behavior of composite tubes subjected to different loading. ANN 

is a technique that uses existing experimental data to predict the 

behavior of the same material under different testing conditions. 

Using this method, details regarding bonding properties between 

fiber and matrix, strength variation of fibers and any 

manufacturing –induced imperfections are implicitly 

incorporated within the input parameters fed to neural network. 

In the current work, the prediction of the load-carrying 

capacities for axially-loaded rectangular composite tubes is 

evaluated using ANN. To test the validity of using ANN in 

determining the crushing behavior of these tubes, the study will 

compare the predictions obtained to the experimental results 

using the neural network tool in MATLAB v7.12 (R2011a). 

 

 

2. Artificial Neural Network 

2.1 Introduction 

ANN have emerged as a useful concept from the field of 

artificial intelligence, and has been used successfully over the 

past decade in modeling engineering problems in general, and 

specifically those relating to the mechanism behavior of fiber- 

reinforced composite materials. 

ANN generally consists of a number of layers: the layer 

where the patterns are applied is called input layer. This layer 

could typically include the properties of the composite material 

under consideration, its layup, the applied load, the tube aspect 

ratio etc. The layer where the output is obtained is the output 

layer which could, for example, contain the resulting 

deformation of this tube under the given loading conditions. In 

addition, there may be one or more layers between the input and 

output layers called hidden layers, which are so named because 

their outputs are not directly observable. The addition of hidden 

layers enables the network to extract high-order statistics which 

are particularly valuable when the size of the input is very large. 

Neurons in each layer are interconnected to preceding and 

subsequent layer neurons with each interconnection having an 

associated weight. 

A training algorithm is commonly used to iteratively 

minimize a cost function with respect to the interconnection 

weights and neuron thresholds. The training process is 

terminated either when the mean square error(MSE) between the 

observed data and the ANN outcomes for all elements in the 

training set has reached a pre-specified threshold or after the 

completion of a pre-specified number of learning epochs[1-4]. 

2.2 Kolmogorov’s Theorem: 

 Any continuous real-valued functions f (x1, x2, ..., xn) defined 

on [0, 1]n, , can be represented in the form

Tele:   
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compared to experimental results and are shown to be in good agreement.  
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f(x1, x2, ..., xn) =       

where the gj's are properly chosen continuous functions of one 

variable, and the ij's are continuous monotonically increasing 

functions independent of f.  

 
Fig1: Block diagram of feed forward network 

Given any function 
yxRI mn  )( ,: 

, where I  is the 

closed unit interval [0,1], can be implemented exactly by a three 

layer neural network with n input nodes, 2n+1 hidden layer 

neurons and m output layer neurons, as represented in fig.1. 

2.3 Multilayer Neural Network Architecture 

2.3.1 Neuron Model  

An elementary neuron with R inputs is shown below. Each 

input is weighted with an appropriate w. The sum of the 

weighted inputs and the bias forms the input to the transfer 

function f. Neurons can use any differentiable transfer function f 

to generate their output. 

 
Fig 2.Neuron model 

                Fig.3a                                         Fig.3b 

 

 
Multilayer networks represented in fig.2, can use the tan-

sigmoid transfer function tansig as shown in fig.3a. Sigmoid 

output neurons are often used for pattern recognition problems, 

while linear output neurons are used for function fitting 

problems. The linear transfer function purelin as shown in 

fig.3b. 

2.4 Train the Network 
Once the network weights and biases are initialized, the 

network is ready for training. The multilayer feedforward 

network can be trained for function approximation (nonlinear 

regression) or pattern recognition. The training process requires 

a set of examples of proper network behavior—network inputs p 

and target outputs t.  

The process of training a neural network involves tuning the 

values of the weights and biases of the network to optimize 

network performance, as defined by the network performance 

function net.performFcn. The default performance function for 

feedforward networks is mean square error mse—the average 

squared error between the network outputs a and the target 

outputs t. It is defined as follows: 

 
There are two different ways in which training can be 

implemented: incremental mode and batch mode. In incremental 

mode, the gradient is computed and the weights are updated 

after each input is applied to the network. In batch mode, all the 

inputs in the training set are applied to the network before the 

weights are updated. This chapter describes batch mode training 

with the train command. Incremental training with the adapt 

command is discussed in Incremental Training with adapt and in 

Adaptive Filters and Adaptive Training. For most problems, 

when using the Neural Network Toolbox software, batch 

training is significantly faster and produces smaller errors than 

incremental training. 

For training multilayer feedforward networks, any standard 

numerical optimization algorithm can be used to optimize the 

performance function, but there are a few key ones that have 

shown excellent performance for neural network training.  

These optimization methods use either the gradient of the 

network performance with respect to the network weights, or the 

Jacobian of the network errors with respect to the weights. 

The gradient and the Jacobian are calculated using a 

technique called the backpropagation algorithm, which involves 

performing computations backward through the network. The 

backpropagation computation is derived using the chain rule of 

calculus. 

2.5 Network Properties 

The network type is feed forward backpropagation. The 

training function is levenberg-marquardt algorithm. The 

performance function is mean square error. The transfer function 

is tan-sigmoidal and purelin(Fig.4).  

 
Fig.4. Network Model 

3. Work Flow 

The work flow for the general neural network design process has 

seven primary steps:  

1. Collect data 

2. Create the network 

3. Configure the network 

4. Initialize the weights and biases 

5. Train the network 

6. Validate the network (post-training analysis) 

7. Use the network 

4. Prediction and Experimental Results 

Fig.4 depicts the Linear-Sigmoidal (linsig) and Tan-

Sigmoidal (tansig) functions used to build the model and train 

the network. The output is trained separately for both ultimate 

load and axial shortening load. Also the best values of prediction 

are obtained for 11 layers. 

The experimental results which are obtained are given as 

the desired outputs to the feed forward backpropagation network 

(Fig.5). These results were used to predict the output values and 

were in good agreement with the Kolmogorov’s theorem. The 
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output values and the deviations are obtained were tested and 

validated from 3 hidden layers to 14 hidden layers. 

 
Fig.5 Block diagram of data obtained is implemented in feed 

forward network 

 
Fig.6a. Ultimate axial load prediction 

 
Fig.6b. Ultimate axial load deviation histogram 

 
 

            Fig.6c. Ultimate axial load for 11 hidden layers 

The experimental values are obtained and verified for 

ultimate axial load (Table-1). The ultimate axial load’s average 

deviations are tabulated in Table-2. The best result is obtained 

for 11 layers as per Kolmogorov principle and this is verified in 

the ultimate axial load deviation histogram for all the layers 

(Fig.6b).The comparison of the best result(11 hidden layers) and 

the experimental data are represented in fig.6c. A histogram is 

"a representation of a frequency distribution by means of 

rectangles whose widths represent class intervals and whose 

areas are proportional to the corresponding frequencies." The 

experimental data are obtained after training the model to 1000 

number of epochs and assigning the transfer function as tansig 

with the given inputs and predicted values. The input is trained 

using Lavenberg-Marquardt algorithm. The performance is 

measured 

using mean square error (MSE).The predicted values are 

tested, validated and  plotted to obtain the best values on the 

curve fit. The experimental inputs are tested from 3 hidden 

layers to 14 hidden layers and it is verified that the deviations 

obtained for the 11 hidden layers gives the best result, also with 

the best regression fit. 

Fig.7a. Axial Shortening prediction 

Fig.7b. Axial shortening deviation histogram 

Fig.7c. Axial shortening for 11 hidden layers 

The experimental values are obtained and verified for axial 

shortening load (Fig.7).The values are tabulated in Table-3. The 

deviations are also tabulated to choose the the best results 

(Table-4). Again it can be seen that the results obtained for 11as 

the number of hidden layers as per Kolmogorov’s theorem and 

this is verified again with axial load shortening .The deviation is 

also represented in the histogram(Fig.7b). The comparision of 

the experimental results and the predicted ultimate axial load for 

11 hidden layers are shown in fig.7c. The same procedure is 

repeated for axial shortening; The experimental data are 

obtained after training the model to 1000 number of epochs and 

assigning the transfer function as tansig with the given inputs 

and predicted values. The input is trained using Lavenberg-

Marquardt algorithm. The performance is measured using mean 

square error (MSE).The predicted values are tested, validated 

and  plotted to obtain the best values on the curve fit.  
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Table 1: Ultimate Load Predicted Values 

 
Table 2 : Deviation Values (Pu) 
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Table 3 : Axial Shortening Predicted Values 

 
Table 4 : Deviation Values(As) 
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The experimental inputs are tested from 3 hidden layers to 

14 hidden layers and it is verified that the deviations obtained 

for the 11 hidden layers gives the best result, also with the best 

regression fit.                

5. Conclusion 

The experimental behavior and corresponding ANN 

predictions of circular composite tube subjected axial 

compressive load were presented and discussed. The ANN has 

been shown to successfully predict the crushing behavior of 

wide range of circular tubes. The predicted results obtained, are 

showed that the feed forward back propagation network with 11 

hidden neurons consistently provided the best predictions of the 

experimental data. From the current work it can be concluded 

that ANN techniques can be used to effectively predict the 

response of ultimate axial load and axial shortening on 

composite tubes. 
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