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Introduction 

Nowadays, there has been a rapid growth of web-content, 

especially on-line discussion groups, review sites and blogs. 

Some can be highly personal and typically express opinions. To 

organize this information, automatic text categorization and 

identification of sentiment polarity is very useful. Most work 

done in this field has been focused on topic based categorization, 

which is sorting the documents according to their subject of 

reference (SOR). 

Sentiment classification is a special case of text 

categorization problem, where the classification is done on the 

basis of attitude expressed by the authors in discussion forums, 

blogs etc. Sentiment analysis requires a deep understanding of 

the document under analysis because the concern here is how 

the sentiment is being communicated.  

Automatic sentiment analysis is a topic within information 

extraction that only recently received interest from the academic 

community. In the previous decade, a handful of articles have 

been published on this subject. It‟s only in the last five years that 

we‟ve seen a small explosion of publications. The idea of 

automatic sentiment analysis is important for marketing 

research, where companies wish to find out what the world 

thinks of their product; for monitoring newsgroups and forums, 

where fast and automatic detection of flaming is necessary; for 

analysis of customer feedback; or as informative augmentation 

for search engines. 

The automatic analysis of sentiments on data found on the 

Web is useful for any company or institution caring about 

quality control. For the moment, getting user feedback means 

bothering him or her with surveys on every aspect the company 

is interested in. The problems with this approach are making a 

survey for each product or feature; the format, distribution and 

timing of the survey (asking to send a form right after purchase 

might not be very informative); and the reliance on the goodwill 

of people to take the survey. This method can be made obsolete 

by gathering such information automatically from the World 

Wide Web, where the large amount of available data creates the 

opportunity to do so. One of the sources are blogs (short for 

“web logs”), a medium through which the blog owner makes 

commentaries about a certain subject or talks about his or her 

personal experiences, inviting readers to provide their own 

comments. Another source is the electronic discussion boards, 

where people can discuss all kinds of topics, or asks for other 

people's opinions. We define a topic as the subject matter of a 

conversation or discussion, e.g. an event in the media or a new 

model of car, towards which the writer can express his or her 

views.  

There are several additional advantages to this approach. 

First, the people who share their views usually have more 

pronounced opinions than average, which are additionally 

influencing others reading them, leading to so called word-of-

mouth marketing. Extracting these opinions is thus extra 

valuable. Second, opinions are extracted in real-time, allowing 

for quicker response times to market changes and for detailed 

time-based statistics that make it possible to plot trends over 

time. 

Motivation 

This paper is motivated by the malicious attack which was 

held against ICICI Bank. The attack stated that “Police probe 

„smear campaign‟ against ICICI Bank”. A 22-page complaint
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was submitted to police, alleging that rogue brokers spread 

malicious rumors about the bank‟s financial status.  

Mumbai: Police in Mumbai said Tuesday they were 

investigating claims that a “bear cartel” of brokers tried to bring 

down ICICI Bank in a text message, email and Internet smear 

campaign. A 22-page complaint was submitted to police, 

alleging that rogue brokers spread malicious rumors about the 

bank‟s financial status, causing a run on some branches and 

sending share prices plummeting.  

According to the complaint, on of the text messages read: 

“Kindly withdraw all your deposits and cash from your account 

in ICICI Bank as ICICI Bank already rushed to RBI for 

insolvency.” 

The bank likened the incident to a “new form of economic 

terrorism” designed to hit public confidence and compromise 

national economic interests, the Press Trust of India said. 

With this private bank felt they were attacked with rumors. 

To get the support, the bank wanted to show to RBI and Govt. of 

India that the rumors are indeed, a malicious attack. So it had to 

substantiate its claims. 

 
Fig 1: Stock price status of ICICI 

 
Fig 2: The bank correlates the data on a time line 

With the above problem, the following issues were 

recognized. 

 The stock was plummeting; customers are withdrawing 

money in long queues. 

 The bank has to provide evidence to the authorities for a 

speedy action. 

 It noticed the rumors are spreading via SMS and online. 

 Getting the SMS data is tricky. There are privacy issues and it 

cannot get until the cyber crime police is involved. 

 The other option is to capture size-able online postings and 

use this as proof.  

With the power of this information, the bank submits it all 

to the respective authorities. The bank responds to each of the 

posts. 

Implementation details 

The above problem finds its solution in the below two step 

procedure. They are: 

a. Web mining 

b. Sentiment Analysis with NLP 

Web mining 

Web mining is a technique to search, collate and analyze 

patterns in the data content of web sites by using traditional data 

mining techniques and attributes such as clustering and 

classification, association, and examination of sequential 

patterns.  

The process of Web mining includes three important sub 

processes:  

 Content mining  

 Structure mining and  

 Usage mining 

Content mining is used to search, collate and examine data 

by search engine algorithms (this is done by using Web Robots).  

Structure mining is used to examine the structure of a 

particular website and collate and analyze related data.  

Usage mining is used to examine data related to the client 

end, such as the profiles of the visitors of the website, the 

browser used, the specific time and period that the site was 

being surfed, the specific areas of interests of the visitors to the 

website, and related data from the form data submitted during 

web transactions and feedback. 

Sentiment Analysis 
This is also known as opinion mining. It   Attempts to 

identify the opinion/sentiment that a person may hold towards an 

object. 

Several systems have been built which attempt to quantify 

opinion from product reviews. Pang, Lee and Vaithyanathan[10] 

perform sentiment analysis of  movie reviews. Their results 

show that the machine learning techniques perform better than 

simple counting methods. They achieve an accuracy of polarity 

classification of roughly 83%. They identify which sentences in 

a review are of subjective character to improve sentiment 

analysis 

Steps involved in Sentimental analysis 

 
Fig 3: Steps involved in Sentimental analysis 

Step 1: Gathering data from internet is solely based on the 

(SOR) Subject of Reference (e.g. ICICI bank). We use web 

mining techniques (ex. crawler) to gather all web pages where 

the SOR is mentioned. 

Step 2: Text Extraction can be done in several data mining or 

text mining techniques starting from simple 'keyword matching' 
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to 'DOM structure mining' to 'neural networks' methods. The 

major challenge here is that web documents are highly 

unstructured and no single method can give 100% clean text 

extraction for all documents. 

Step 3: Text Cleaning is mostly heuristic based and case 

specific. By this we mean is to identify the unwanted portions in 

the extracted contents from Step 2 with respect to different kinds 

of web documents (e.g. News article, Blogs, Review, Micro 

Blogs etc) and then write simple cleanup codes based on that 

learning, which will remove such unwanted portions with high 

accuracy.  

Step 4: Once we have the data corpus of clean documents from 

the previous steps, it is then put to the various knowledge 

processing engines. This data can be analyzed for feature 

analysis or business analytics or market research or consumer 

buzz trends or consumer sentiment analysis etc. depending on 

the needs. Various techniques are used for each such purpose. 

For example, Inverse Document Frequency (TF-IDF) technique 

can be used to gather a pool of various features for the SOR, 

which in case of ICICI bank can get a pool as (customer service, 

credit card, recovery agent, customer satisfaction etc). This is 

called feature analysis. From this pool one can determine things 

like how many consumers talk about recovery agent while 

talking about credit card compared to how many consumers talk 

about customer satisfaction while talking about credit cards. 

Step 4.1: Obviously the above technique for Feature analysis 

will throw up few unwanted features in the pool which needs to 

be removed from final analysis. This can be done by feature 

mapping from pool with keywords representing the various 

well-known features. These features can also be pre-defined by 

the SOR. 

Step 5: Sentiment Analysis of web documents can be defined as 

the consumer opinion expressed through online medium e.g. 

Blog or review. Now days a consumer can choose to post his/her 

sentiment about a particular brand/product/feature online which 

can be categorized broadly as Positive, Negative or Neutral. The 

web documents where such sentiment has been expressed can be 

referenced for various analytical / actionable causes by that 

brand representative. For example, considerable amount of 

negative sentiment expressed by consumers about customer 

service of ICICI bank can be actionable insight for ICICI bank, 

in which case ICICI might want to restructure its customer 

service to give better customer satisfaction and thus tend to 

reduce negative sentiment about it in the net.  

Sentiment analysis can be done on the clean extracted web 

documents in two manners - manual rating or automated rating 

of such web documents. While manual rating is a near perfect 

method to do it, but it is a slow process when the volume of web 

documents is too high. Whereas automated system will be much 

faster method, but is bound to lack accuracy since it is 

effectively machine learning and deriving human sentiments 

through user generated content. Also, language barrier is a major 

challenge for automated sentiment analysis.  

Nevertheless, extensive research work on Natural Language 

Processing has addressed such challenges well and reasonably 

high performance machine learning techniques have evolved 

which can do sentiment analysis of web documents. The two 

most efficient such techniques are Naive Bayesian Classifier 

(NBC) and Support Vector Machines (SVM). These machine 

learning algorithms requires a learning corpus to first train on 

then from that training it can derive sentiment from web 

documents. 

Step 5.1: Training NBC/SVM is fairly straightforward and well 

studied technique, where first a manually rated corpus of several 

thousands of web documents is generated, categorizing them as 

either negative, positive or neutral for a given SOR. This corpus 

is then fed to the NBC/SVM engines which generate several 

measuring parameters for a given document to fall into one of 

the three categories [negative, positive or neutral].  

Step 5.2: Once the NBC/SVM engines are trained, they can now 

be used to categorize rest of the web documents using the 

parameters generated by them . The accuracy definitely won't be 

100% but several layers of training and tuning can increase and 

optimize this accuracy. 

NBC for classification (Naive Bayesian classifier) 

A naive Bayes classifier is a term in Bayesian statistics 

dealing with a simple probabilistic classifier based on applying 

Bayes' theorem with strong (naive) independence assumptions. 

A more descriptive term for the underlying probability model 

would be "independent feature model". 

In simple terms, a naive Bayes classifier assumes that the 

presence (or absence) of a particular feature of a class is 

unrelated to the presence (or absence) of any other feature. For 

example, a fruit may be considered to be an apple if it is red, 

round, and about 4" in diameter. Even though these features 

depend on the existence of the other features, a naive Bayes 

classifier considers all of these properties to independently 

contribute to the probability that this fruit is an apple. 

Depending on the precise nature of the probability model, 

naive Bayes classifiers can be trained very efficiently in a 

supervised learning setting. In many practical applications, 

parameter estimation for naive Bayes models uses the method of 

maximum likelihood; in other words, one can work with the 

naive Bayes model without believing in Bayesian probability or 

using any Bayesian methods. 

In spite of their naive design and apparently over-simplified 

assumptions, naive Bayes classifiers often work much better in 

many complex real-world situations than one might expect. 

Recently, careful analysis of the Bayesian classification problem 

has shown that there are some theoretical reasons for the 

apparently unreasonable efficacy of naive Bayes classifiers 

(Zhang04). An advantage of the naive Bayes classifier is that it 

requires a small amount of training data to estimate the 

parameters (means and variances of the variables) necessary for 

classification. Because independent variables are assumed, only 

the variances of the variables for each class need to be 

determined and not the entire covariance matrix. 

Challenges in sentiment classification  

Given the multitude of potential applications, researchers 

have been devoting more and more attention to sentiment 

analysis. Much of the current work is devoted to classification 

problems: determining whether a particular document or portion 

thereof is subjective or not, and/or determining whether the 

opinion it expresses is positive or negative. At first blush, this 

might not appear so hard: one might expect that we need simply 

look for obvious sentiment-indicating words, such as "great". 

The difficulty lies in the richness of human language use. First, 

there can be an amazingly large number of ways to say the same 

thing (especially, it seems, when that thing is a negative 

perception); this complicates the task of finding a high-coverage 

set of indicators. Furthermore, the same indicator may admit 

several different interpretations. Consider, for example, the 

following sentences:  

 This laptop is a great deal.  
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 A great deal of media attention surrounded the release of the 

new laptop model.  

 If you think this laptop is a great deal, I've got a nice bridge 

you might be interested in.  

Each of these sentences contains the three words "a great 

deal", but the opinions expressed are, respectively, positive, 

neutral, and negative. The first two sentences use the same 

phrase to mean different things. The last sentence involves 

sarcasm, which, along with related rhetorical devices, is an 

intrinsic feature of texts from unrestricted domains such as blogs 

and newsgroup postings.  

In general, researchers have adopted one of two approaches 

to meeting the challenges that sentiment analysis presents. Many 

groups are working to directly improve the selection and 

interpretation of indicators through the incorporation of 

linguistic knowledge; given the subtleties of natural language, 

such efforts will be critical to building operational systems. 

Others have been pursuing a different tack: employing learning 

algorithms that can automatically infer from text samples what 

indicators are useful. Besides being potentially more cost-

effective, more easily ported to other domains and languages, 

and more robust to grammatical mistakes, learning-based 

systems can also discover indicators that humans might neglect. 

For example, in our own work, we found that the phrase "still," 

(comma included) is a better indicator of positive sentiment than 

"good" --- a typical instance of use would be a sentence like 

"Still, despite these flaws, I'd go with this laptop". Nevertheless, 

it bears repeating that incorporating deep knowledge about 

language will be absolutely crucial to developing systems 

capable of high-quality (as opposed to merely high-throughput) 

sentiment analysis. Both the linguistic and the learning approach 

have considerable merits; it seems very safe to say that the 

community will need to turn towards finding ways to combine 

their advantages.  

Especially in India most of the people use „HINGLISH‟ 

form of language for an eg.‟ICICI is big chor „.In this case 

sentiment analysis will become more complicated.  

Related problems, New directions  

The classification problems discussed above only involve 

the determination of sentiment. However, there is growing 

interest in capturing interactions between subjectivity and 

subject --- we not only need to know what an author's opinion is, 

but what that opinion is about. For example, while in a broad 

sense a review of a particular laptop is only about one topic (the 

laptop itself), it almost surely discusses various specific aspects 

of the machine. We would ideally like a sentiment-analysis 

system to reveal whether there are particular features that the 

review's author disapproves of even if his or her overall 

impression was positive.  

Another interesting research direction of potentially great 

importance is to integrate into sentiment analysis the notion of 

the status of an opinion holder, perhaps via adaptation of the 

hubs-and-authorities techniques used in Web search or link-

analysis methods in reputation systems. For example, we might 

want to identify bellwethers --- thought leaders with enough 

influence that others explicitly adopt their opinions --- or 

barometers --- those whose opinions are generally held by the 

majority of the population of interest. Tracking the views of 

these two types of people could both streamline and enhance the 

process of gathering business intelligence to a large degree. 

Surely that sounds like a great deal!  

 

Applications 

 Businesses and organizations: 

 - product and service bench marking. 

 - market intelligence. 

 - Business spends a huge amount of money to   

    find consumer sentiments and opinions. 

 - Consultants, surveys and focused 

       groups, etc 

 Individuals: interested in other‟s opinions when  

 - purchasing a product or using a service,  

 - finding opinions on political topics  

 Ads placements: Placing ads in the user-generated content 

     - Place an ad when one praises a product. 

     - Place an ad from a competitor if one criticizes a product. 

 Opinion retrieval/search: providing general search for 

opinions 

 Product review mining: What features of the ThinkPad T43 do 

customers like and which do they dislike?  

 Review classification: Is a review positive or negative toward 

the movie? 

 Tracking sentiments toward topics over time: Is anger 

ratcheting up or cooling down? 

 Prediction (election outcomes, market trends):  Will Clinton 

or Obama win? 

 Expressive text-to-speech synthesis 

 Text semantic analysis Text summarization 

Conclusions 

The World Wide Web is today the major source of dataand 

information for all domains. It is not only anaccessible and 

searchable information source but alsoone of the most important 

communication channels, almost a virtual society. Web mining 

is an important and challenging activity that aims to discover 

new, relevant and reliable information and knowledge by 

investigating the web structure, its content and its usage. In our 

paper two main AI techniques: the multi-agent systems and 

swarm intelligence, with some of their applications in web 

mining. The mining tasks are so complex that they cannot be 

efficiently performed without the support of appropriate 

advanced AI techniques. 
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