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Introduction 

 With the development of Automatic Speech Recognition 

(ASR) technology, the robustness requirement of speech 

recognition system is becoming more and more important. One 

of the challenges of speech technology is to be able to provide 

robust and accurate recognition systems that can operate in a 

wide range of environments, including those having high levels 

of noise and vibration. Aircraft cockpit is an example of a 

demanding environment in which reliable Automatic Speech 

Recognition is becoming an important requirement [1].  

Though the existing techniques are able to provide some 

compensation for adverse acoustic environments, they only 

provide a limited improvement and require excessive 

computational power. Most current speech recognition systems 

employ only one type of speech feature [1]. This may not result 

in a robust end product. So, the incorporation of different speech 

features into speech recognition potentially offers a significant 

degree of acoustic noise immunity at a reasonable computational 

cost. 

BASIC Principles Of Speech Recognition 

 Speech is the vocalised form of human communication. It is 

based on the syntactic combination of lexical and names that are 

drawn from very large vocabularies. The smallest unit of spoken 

language is known as a Phoneme. The English language 

contains approximately 44 phonemes representing all the vowels 

and consonants that are used for speech Phonemes act as 

identifying markers since they remain at a constant value and 

can be broken down further. An algorithm has to be used to 

interpret the speech further. 

 A speech recognizer consists of a number of components. 

One of the important components is the Speech Corpus that 

consists of recordings of speech and their textual transcriptions. 

The Speech Recognizer learns to make correspondences 

between sounds and words. 

 This processes the signals recorded by the micro-phone 

into Feature Vectors that provide a snapshot of what is going on 

in the speech signal, emphasizing those features that are relevant 

to speech recognition. Typically, 100 feature vectors per second 

are produced [2]. 

Proposed Model 

The Automatic Speech Recognition system involves two phases- 

(1) Training phase and (2) Testing Phase. 

Training phase 

 

Fig 1: Flowchart for the processing phase, which is common 

to both training and testing phases. 
 

Fig 2: Flowchart for the training phase. 

Testing phase  

The input signal to be trained undergoes the following processes 

as shown in fig 1: 
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Fig 3: Flowchart for the testing phase. 

1) Sampling: The sampling frequency of 8 KHz is sufficient for 

human speech. This frequency gives the window of 125µs 

between the two consecutive samples. Thus a sizable part of the 

processing can be done in real time. A higher frequency would 

shrink this window and would also demand greater memory and 

higher processing time. For a word of duration of 0.5 s, the 

number of samples at 8 KHz is 4000. With each sample stored 

as 16-bit value, it amounts to about 8 KB of storage space [3]. 

2) Voice Activity Detection 

 Voice Activity Detection (VAD) is done before spectral 

subtraction. It is also known as Speech Activity Detection or 

speech detection. It is a technique used to detect the presence or 

absence of human speech [2]. This is the first step towards noise 

reduction. This takes the audio sample as input and returns the 

sample with the non-speech sections trimmed off. This is done 

as follows: 

 Speech signal is segmented. 

The zero-crossing rates for all segments in the speech signal are 

computed. 

Frame energy for all segments in the speech signal is computed. 

 Frames with energy greater than ITU (Initial Upper threshold) 

and frames with energy lesser than ITL (Initial Lower threshold) 

are searched for. 

The start and end indices for crossing rates higher than IZCT 

(Initial Zero Crossing Threshold) are searched for. 

 Thus the speech sample is trimmed using the start and end 

indices. 

3) Noise reduction: Sample data is obtained as input for this 

process. The spectral subtraction algorithm carries out the noise 

reduction. The noise-reduced data is the output of this process. 

Spectral subtraction is a traditional approach for reducing 

background noise in single channel systems [4]. And it is 

popular since it can suppress noise effectively, even in some 

real-life scenarios. Consider a speech signal s(k) corrupted by an 

additive background noise n(k). The observation signal y (k) can 

be expressed by 

               y(k) = s(k) + n(k)                                             (1) 

              Y(ω,r) = S(ω,r) + N(ω,r)                   (2) 

where Y(ω,r), S(ω,r) and N(ω,r) denote the short-time Fourier 

transforms of  y(k), s(k) and n(k) for frame r, respectively. Also, 

s(k) is assumed to be uncorrelated with n(k). If the noise 

spectrum | N (ω,r)| is estimated as |N
1
(ω,r)|, the estimation of the 

short-time speech spectrum |S
1
(ω,r)| is represented by, 

        |S
1
(ω,r)|= H (ω,r) |Y(ω,r)|   (3) 

        H (ω,r)= √(1-α SNRpost(ω,r)
2
)         if J>=0 

        H (ω,r)= √(β SNRpost(ω,r)
2
)            otherwise (4) 

 

        J= (1/(α+β))-SNRpost(ω,r)
2
                              (5) 

        SNRpost(ω,r)=| N
1
(ω,r)|/| Y(ω,r)|  (6) 

where H(ω,r) is gain function, α(>=1) is the oversubtraction 

factor and β (>=0) is flooring level factor. When J>=0 spectral 

subtraction is carried out. On the other hand, spectral flooring is 

carried out when J<0. 

 Once the subtraction is calculated in the spectral domain 

with (3) and (4) the enhanced speech signal S
1
(k) is obtained as 

 S
1
(k) = IFFT[|S

1
(ω,r)| . e

j arg(Y(ω,r))
]                    (7) 

where the phase of the observation signal is used for the 

enhanced speech signal.         

4) Feature Extraction: Features are extracted from the noise 

reduced sample data using the MFCC algorithm. Feature vector 

is obtained at the end of this phase. 

The feature extraction involves identifying the formants in the 

speech, which represent the changes in the speaker’s vocal tract. 

There are many approaches used viz. Linear Predictive Coding 

(LPC), Mel-scaled Frequency Cepstral Coefficients (MFCC), 

Linear Prediction Cepstral Coefficients (LPCC), Reflection 

Coefficients (RCs). Among these, MFCC has been found to be 

more robust in the presence of background noise compared to 

other algorithms [5]. Also, it offers the best trade-offs between 

performance and size (memory) requirements. 

The primary reason for effectiveness of MFCC is that, it models 

the non-linear auditory response of the human ear which 

resolves frequencies on a log scale [6]. The mapping from linear 

frequency to mel frequency is defined as,  

 Mel(f) =c. log10(1+f/700)                                     (8) 

To capture the auditory frequency content usefully, speech 

signal is best passed through a filter bank consisting of over-

lapping triangular filters called the Mel Filter Bank. On the Mel 

scale, the centre frequencies of these filters are linearly spaced 

and the bandwidths are equal. The mel scale is often 

approximated by a linear scale for f<1 KHz and logarithmic 

afterwards. The approximation of the Mel filter bank is as 

follows 

 Um(k)= 1- ( |k-cm| / Δm)    if  |k-cm| < Δm 

Um(k)= 0                           if |k-cm| >= Δm             

       (9) 

 cm= cm-1+ Δm                                                                                       (10) 

 

 Δm= 4               if f < 1 Khz 

 Δm= 1.2 * Δm-1                            if f>=1 Khz  

                  (11) 

where k is the DFT domain index,  2Δm is the bandwidth and  

cm is the central frequency of the m
th

 filter in the bank of size M. 

The m
th

 energy co-efficient for n
th

 frame of input signal X(k) is 

given by, 

 

 Yn(m)= ∑k=cm-Δm to cm+Δm Xn(k) . Um(k)            (12) 

The logarithm of the magnitude of each of these energy 

coefficients is taken to account for the logarithmic relation of 

intensity and loudness. These log energy coefficients so 

obtained are then orthogonalized by using inverse DCT (IDCT) 

[6]. The resulting parameters are called Mel-scaled Frequency 

Cepstral Coefficients (MFCC). Mathematically, this is as 

follows: 

Yn(j)= ∑m=1 to M log |Yn(m)| cos((j(m-1/2)π)/L),  j=0, 1, . . . ,L  

                  (13) 

16 filter banks (M = 16) are used. L = 15 which is the final 

number of co-efficients per frame of input signal. 

5) Convolutional Noise Removal: Feature Vector is the input for 

this phase. It returns the Cepstral mean normalized version of 

the input matrix. 
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The output vector thus obtained is stored in the database as 

template shown in fig 2. 

The input signal to be tested undergoes the following processes 

as shown in fig 3: 

1) Processing: Processing involves phases such as sampling, 

noise reduction, feature extraction and convolutional noise 

removal as described earlier. After undergoing all these 

processes, an output vector is obtained from the given input 

vector. 

2) Template Pattern Matching-DTW: After feature extraction of 

a spoken word, a frame-wise sequence of feature vectors is 

obtained. In this step, the output vector that is obtained from the 

processing phase is compared with each of those stored in the 

database. This is done using the DTW algorithm [7]. It is a 

technique, which “warps” the time axis to detect the best match 

between given two sequences. 

For the spoken word S, let Sik denote the k
th

 co-efficient of the 

i
th

 frame. The DTW comparison of S and a template word T 

starts with calculation of a Local Distance Matrix of size 20x20 

where each entry LDij  is given by, 

       LDij= ∑k=1 to 15 (Si
k
 – Tj

k
)

2
      (14) 

Thus the local distance LDij is the vector distance between the 

corresponding coefficients of i
th

 frame of the spoken word and 

the j
th

 frame of the template word. 

 A minimal warping path is found through the local distance 

matrix. The corresponding warping cost gives the DTW distance 

between the two sequences [8]. The minimum warping cost can 

be found efficiently using dynamic programming having the 

following recurrence: 

  Dij=LDij+ min { Di-1,j-1, Di-1,j, Di,j-1}        (15) 

where Dij is the cumulative distance and D20,20  gives the DTW 

distance. 

 Thus, DTW distance is calculated between the spoken word 

and each of the template words. The template word having the 

least distance is taken as a correct match, if its distance is 

smaller than a predetermined threshold value. 

If the obtained output vector matches any of the stored vectors, 

then the spoken word is given as the output. If no match is 

found, then a suitable error message is displayed as the output. 

Implementation 

 The designed Automatic Speech Recognition System uses 

the above-discussed algorithms mainly for two applications. 

They are: 1) Car application and 2) PC (Personal Computer) 

application. Two databases are maintained, one for car and 

another for the PC application. Each database consists of ten 

words.  

       Fig 4 shows snapshot of the home screen of the automatic 

speech recognition system. The user can choose one of the 

options from the screen. If the user needs to train the database, 

the first option is chosen, or if testing has to be done, the second 

option is chosen. 

 

Fig 4: Snapshot of the home screen of the speech recognition 

system 

 

Fig 5: Snapshot of the training phase 

 Fig 5 shows the snapshot of the training phase. In the frame 

called input sound, the user has two options to choose from 

Record button is used to record a sound dynamically. Sound file 

button is used to load an existing file. In the frame called Sound 

Database, there are three options to choose from. The select 

button is used to choose the database into which recorded sound 

or the loaded file has to be stored. The detail button is used to 

display the details of the chosen database. The create button is 

used to create a new database. In the frame called sound 

extraction, the save file as button is used to assign a name to the 

file that has the recorded sound. The extract and save to database 

button is used to extract the feature vectors of the recorded 

sound and store the file into the chosen database. The 

rectangular window on top shows the graph of the recorded 

sound. 

 

Fig 6: Snapshot of the testing phase. 

 Fig 6 shows the snapshot of the testing phase. In the frame 

called input sound, the user has three options to choose from. 

Record button is used to record a sound dynamically. Sound file 

button is used to load an existing file. The play button is used to 

play the recorded sound or the chosen file. In the frame called 

database reference, the select option is used to select the 

database which has the set of words with which the recorded 

sound has to be compared with. In the frame called sound 



Suma Swamy et al./ Elixir Adv. Engg. Info. 60 (2013) 16250-16253 
 

16253 

matching, the extract and matching sound button is used to 

extract the features of the recorded sound and compare it with 

the features of the words stored in the database and display the 

spoken word. The output detail button shows the details of 

comparison of the words in the database and the recorded sound. 

The text box at the bottom displays the spoken word if found, 

else, informs the user that the word could not be found. 

Experimental Results  

 In the training phase, two male and two female speakers 

were asked to train the system by uttering each word from four 

different phonetically balanced wordlist and the files are stored 

as .wav file. During the testing phase they were asked to utter 

the same wordlist.  The recognition result is summarised in 

Table 1. Both training and testing was done in noisy 

environment such as 56dB in a classroom. 

Table I 

Recognition Results for 50 phonetically balanced wordlist 

Wordlist Male1 Male2 Female1 Female2 

List1 95% 97% 90% 92% 

List2 98% 99% 95% 97% 

List3 98% 98% 96% 96% 

List4 100% 100% 98% 97% 

Overall Efficiency 98% 99% 95% 96% 

Thus the overall efficiency of the Speech Recognition System 

for large vocabulary is 97%. 

Conclusion 

 In this paper MFCC and DTW techniques are used for 

developing a speaker independent Speech Recognition System 

for large vocabulary. The coding has been done using 

MATLAB. Spectral Subtraction is used to remove background 

noise to some extent. More efficient techniques can be used to 

further reduce the noise. Using an additional algorithm or set of 

algorithms along with the above-described algorithms in a 

speech recognition system may yield a better efficiency. Further 

work will be done using DHMM and Neural Networks for 

improving speech recognition efficiency. 
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