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Introduction 

Satellite imagery is an indispensable tool in scientific 

research and environmental planning, with applications in 

numerous fields. One of the applications is in Image 

classification. Image classification approaches have evolved 

over the years. This development has been driven by the need 

for higher accuracies in the classified results coupled with the 

emergence of high resolution satellite imageries, such as Quick 

Bird and IKONOS which pose a greater challenge to many 

image classification methods [1]. The purpose of image 

classification is to label the pixels in the image with meaningful 

information of the real world for better and useful information 

extraction. Through classification of satellite imagery, thematic 

maps bearing the information such as cadastral information, land 

cover type, vegetation type, etc. could be obtained [2]. Image, 

classification methods may be grouped into two main categories 

depending on the image primitive used, viz pixel based or object 

based methods. Pixel based methods classify individual pixels 

without taking into account any spatial information of the pixel. 

Only the spectral patterns are used. On the other hand, object 

based methods attempt to group pixels into objects by an image 

segmentation process based on a chosen similarity, e.g., texture, 

color, intensity and then use the spectral, spatial and contextual 

information inherent in these objects to classify the whole image 

[1]. It has emerged as a superior way of doing image 

classification. One of its strength is the ability to extract real 

world objects, proper in shape and accurate in classification. It 

eliminates the mixed pixel problem suffered by most pixel based 

methods. This is because the image is classified on an object 

level and usually more information is used. Object based 

methods are also able to handle high resolution satellite imagery 

which aggravates the classification process for most pixel based 

methods [1]. Classification techniques include conventional 

statistical algorithms, such as discriminate analysis and the 

maximum likelihood classification, which allocate each image 

pixel to the land cover class in which it has the highest 

probability of membership [4]. One of the major disadvantages 

of these classifiers is that they are not distribution free [5]. In the 

same vain, traditional pixel-based classification methods have 

difficulty with high resolution satellite imagery, resulting in a 

“salt and pepper” appearance. 

In this paper, an attempt has been made to practical classify 

high resolution satellite imagery into accurate spatial groups 

with the following classes using the object based approach for 

cadastral, environmental studies and management. The classes 

are farmlands, bare lands, built-up areas, and others. In this 

study, the classification of the imagery has been done using 

color k-means clustering algorithm, where the imagery was 

classified into various classes with a view to determine the most 

optimum clusters based on apriori knowledge of the imagery, 

and then the land cover classification was performed. The aim 

has been to identify and classify farmlands for statutory 

environmental functions. Initially the imagery has been 

georectified to assume the planer surface that could be needed 

for environmental quantitative image analysis [5]. The paper is 

organized as follows: In section 2, we describe the related work 

of the paper while in Section 3, we describe the color 

segmentation scheme and the implementation process. In 

Section 4, we give experimental results and an evaluation 

method was presented in Section 5. Finally in Section 6, we 

draw a concise conclusion. 

Related Work 

Lonesome M. M. [6], used a region-based approach for 

doing image classification. The main goal was to develop an 

alternative procedure for an object-based image classification. 

The procedure significantly reduced the mixed pixel problem 

suffered by most pixel based methods. Wen C. et al. [7], 

presented a Satellite image classification method using color and 
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texture features. Afroz S.M. et al. [8], presented a methodology 

to derive meaningful area-wide spatial information for city 

development and management from high resolution satellite 

imagery. According to Bardsley J. M. et al. [9], they presented 

image classification using spectral based method, quadratic 

discriminant analysis, where the classification of a particular 

pixel does not depend on that of its neighbors and the spatially 

based techniques, where such may be considered at times. 

Mayank T. [10], provided an insight into the application of feed-

forward neural networks in the area of satellite image 

classification. The different image classification methods were 

compared using the satellite images by Aykut A. et al. [11]. Out 

of their work, the maximum likelihood method was found more 

applicable and reliable for their type of satellite image 

classification. Harish K. E. et al. [12], presented it from a 

slightly different perspective by using Particle Swarm 

Optimization to extract some cadastral features such as 

buildings and roads. Theirs is a land cover mapping by using 

swarm computing techniques. Balasubramanian S. et al. [13], 

approached it from another direction by using two k-means 

clustering algorithms with Laplacian of Gaussian, LoG, coupled 

with Prewitt filter. Ashwini T. et al. [14], for segmentation and 

classification of Satellite images, implemented two different 

algorithms, the k-means algorithm and back propagation 

algorithm of artificial neural network. Meher S.K. et al. [15], 

carried out multispectral imagery classification using wavelet 

based features. They noted that the wavelet transform provided a 

precise and unifying framework for the analysis and 

characterization of a signal at different scales unlike when 

Gabor transform was employed, which has the demerit of 

having its output bank filters not being orthogonal and this could 

result into having correlations between texture features. Many 

classification algorithms are considered vis-à-vis the nature of 

our imagery. In the end, the imagery was accurately classified 

into four environmental classes using the robust k-means 

clustering algorithm.   

Methodology/Implementation 

A high resolution satellite imagery, (400 x 400) illustrating 

various types of land use and land cover has been used as the 

test image for classification as shown in figure 3.2. 

Satellite Imagery dataset: A Quick Bird Satellite imagery with 

a 2.4m resolution acquired in 2005, over a relatively flat 

landscape has been used in this study. This, imagery, 593X533, 

has a total number of pixel vectors, N, 316069. It is composed of 

a residential matrix textured with farmland patches of varying 

sizes and shapes which are excellent features with cadastral and 

environmental values. The three land-use classes dominating the 

scene are residential, agriculture and commercial. The satellite 

imagery was first geo-rectified to remove some errors and to 

make it assume a 2D plane surface making it suitable for 

environmental image assessment and analysis. Details could be 

seen in [5].  

Satellite Imagery Classification using K-Means Algorithm: 

Clustering is the process by which discrete objects with similar 

characteristics can be assigned to groups. Clustering is used to 

group together like species, survey results, or satellite image 

data, among others. Clustering algorithm has been used as a tool 

to analyze varieties of data. According to [16], this concept has 

been researched by many clustering practitioners, indicating 

how useful it is in data analysis. It is the unsupervised 

classification of patterns derived from observations, data items 

and or feature vectors into groups or clusters. To carry out a 

clustering exercise, the following components of a typical 

clustering task have been considered, which include the pattern 

representation, definition of pattern proximity measure 

appropriate to certain data domain and clustering or grouping as 

shown in figure 3.1.   

 

Fig 3.1, Clustering stages 

The algorithm composed of the following steps: 

1. Place K points into the space represented by the objects that 

are being clustered. These points represent initial group 

centroids. 

2. Assign each object to the group that has the closest 

centroid. 

3. When all objects have been assigned, recalculate the 

positions of the K centroids. 

Repeat steps 2 and 3 until the centroids no longer move. This 

produces a separation of the objects into groups from which the 

metric to be minimized can be calculated.  

This algorithm aims at minimizing the objective function of 

a squared error function. The objective function is   
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ix and the cluster centre jc , which is an indicator 

of the distance of the n data points from their respective cluster 

centres.  

Color-Based Segmentation using K-Means Clustering 

The algorithm of color segmentation belongs to the general 

class of region growing type of segmentation scheme. If a color 

profile is given in form of its three component profiles: red, 

green and blue and two markers have been defined; the markers 

are labeled with values. Then we find and choose a similarity 

measure between a point and its neighboring marked region. In 

this case, we defined it as the color difference between the point 

and its neighbor already in the marker. We simply use a trivial 

color difference. If (rz, gz, bz) and (ry, gy, by) are the values of 

two colored pixels, z and y, then the color difference is: 

(| |,| |,| |)Max rx ry gx gy bx by            (3.2) 

But this is a coarse color measure in reality. In the case of 

our satellite imagery a CIE L* a* b* color scale has been used. 

This is a uniform scale color and a standard for colors to be 

compared with [17].  Here L* axis represents the intensity 

variation from top to bottom, 100 to 0 values, which represents a 

perfect intensity diffuser; a* the color variation along red- green 

axis: positive a* is red and negative a* is green, while b* 

represents the color variation along blue–yellow axis of the scale 

with positive b* yellow and negative b* blue. In this paper, the 

environmental features are the objects of interest from the 

imagery. k-means clustering treats each object as having a 

location in space. It finds partitions such that objects within each 

cluster are as close to each other as possible, and as far as 

possible from objects in other clusters. Three different colors are 

selected based on the color and nature of our imagery for the 

partition and a distance metric to quantify how close two objects 

are to each other has been determined. This is because distance 
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is known to be a measure of "closeness". For every object in our 

input imagery, k-means returns an index corresponding to a 

cluster. Label every pixel in the image with its cluster index. 

The cluster center output from k-means is determined. Using 

pixel labels, we separate objects in the satellite imagery by 

color, which resulted in images as shown in fig.3.3, fig.3.4, 

fig.3.5, fig.3.6, fig.3.7 and fig.3.8. 

 

Fig. 3.2, Original Satellite 

imagery 
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Fig. 3.3, Imagery labeled 

with  two cluster indices 

 

Fig. 3.4, Imagery labeled 

with  three cluster indices 

 

Fig. 3.5, Imagery with five 

clusters 

 

Fig. 3.6, Imagery with six 

clusters 

 

Fig. 3.7, Imagery with seven 

clusters 

 

Fig 3.8, Classified imagery containing the farmlands in 

yellow and other three clusters 

The outcome of the color segmentation with k means 

clustering technique is a parametric approach of image 

classification. Though our satellite imagery has high inter and 

intra class similarity but the classification was successful. The 

farmlands and other features with their general boundaries have 

been clearly classified as seen in fig 3.8, and the result is 

relatively excellent. The only thing to bear in mind is the correct 

number of clusters that the imagery should contain. For our 

imagery, there are four clusters, as practically determined. 

Although many literatures claimed that one could accurately 

map land cover from satellite imagery data, in practice, it is an 

extremely difficult task [18]. There are many instances in which 

land cover classification developed successfully at one site, fails 

in another. 

 

Result 

The procedure has been tested on a number of images. The 

procedure significantly reduces the mixed pixel problem 

suffered by most pixel based methods. In the classified image, 

farmland is shown in yellow, bare land in light blue, built-up in 

ox-blood color while others in dark blue, fig. 4.1. The 

classification result is influenced by the number of samples used 

either for segmentation or classification. Samples selected for 

spectral grouping have an effect on the image segmentation 

result. When fewer samples are used for the spectral grouping, 

this causes under-segmentation as shown in fig 3.3. Conversely, 

when too many samples are used, an over-segmented result is 

produced as shown in fig 3.7. The under-segmentation is easily 

solved by selecting more samples especially in the regions 

where the problem occurs. 

 

Fig.4.1, Imagery classified into four distinct classes 

Fig.4.2, Imagery classified into seven classes 

Performance Evaluation of the Algorithm: 

Accuracy assessment or classification accuracy is another 

area that is continuing to receive increased attention when using 

Satellite imagery [2]. A classification is not complete until its 

accuracy is assessed [20]. This explains the importance of 

accuracy assessment of the classification result. Accuracy 

assessment is a general term for comparing the classification 

result to the ground truth, in order to determine the accuracy of 

the classification process [19]. Generally, classification 

algorithms evaluation is conducted by the Confusion Matrix. 

The Confusion Matrix is composed of the number cmij of 

elements from the class i classified in the class j. The data 

produced in a classification scheme are the counts of the correct 

and incorrect classifications from each class and this 

information is displayed in a Confusion Matrix, which is a form 

of contingency table showing the differences between the true 

and predicted classes for a set of labeled data [21]. Hence, our 

evaluation has been based on comparison with the visual 

original imagery and then tabulation of Confusion Matrix or 

rather Precision-Recall Values as in [22]. A matrix representing 

classification accuracy test (%) for the classification has been 

neatly constructed as shown in Table 5.1. The Kappa coefficient 

of the confusion matrix was calculated too to evaluate the 

agreement between the result and the reference imagery. It is 

used as an index of accuracy for the classification. It has been 

      

Farmlands 
 Built up 

 Bare lands  Others 
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recommended as stated by [23] as a suitable accuracy measure 

in thematic classification for representing the whole Confusion 

Matrix. This is because it takes all the elements into 

consideration, rather than just the diagonal elements which 

occur when calculating the overall classification accuracy. 

Overall classification accuracy for a single class is determined 

by dividing the number of correctly classified samples by the 

total number of samples. Table 5.1 shows Confusion matrix 

accuracy, with the overall performance for accuracy percentage 

as 88.889% and Kappa values of 0.835. 

Table 5.1 Confusion Matrix/ Precision-Recall values for 

satellite imagery classification 
  True Classes    

Classes/ 

Classifier 

Results 

Classification 
overall  

/ Total Farm 

land 

Built- 

up 

Bare 

land 
Others 

Producer 

Accuracy 

(Precision) 

Farmland 21 20 0 0 1 95.238% 

Built-up 47 1 40 4 2 85.106% 

Bare land 4 0 0 4 0 100% 

Others 45 2 3 0 40 88.889% 

Truth 

Overall 
117 23 43 8 43  

User Accuracy (Recall) 
86. 
957% 

93. 
023% 

50% 
93. 
023% 

 

Overall 

Accuracy (OA):  

88.889% 

Kappa 0.835 

 
 

 

 

Fig.5.1 Precision-Recall percentages for the classes 

Conclusion 

Good results have been obtained by using this procedure. 

The main strength of this approach is the reduction of the mixed 

pixel problem suffered by most pixel based methods. The result 

of the classification is much cleaner so post processing is 

avoided. The procedure is also interactive and has few tuning 

parameters. On the whole, this approach has demonstrated the 

strength of classifying satellite images on an object level with 

better clarity and higher accuracy. The classified information 

can be used for land use/cover management, and for planning 

[3] as well as for cadastral purposes.  
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