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Introduction 

Tracking an object of interest in a video sequence means 

continuously identifying its position and orientation despite 

movement of either the camera or the object. Visual tracking is 

the most salient module for a wide variety of application 

domains. Robust tracking of features form the primary input to 

classical vision problems such as structure from motion and 

registration. As well, tracking has been done in different 

application areas namely, surveillance, marker-less motion 

capture, and medical imaging [1]. Recently, visual event 

recognition has turn into one of the most dynamic topics in 

computer vision, due to its wide application prospects in video 

surveillance, video retrieval, and human-computer interaction 

[2].  

This mechanism can be described by a center-surround 

difference model, which is generally implemented in a variety of 

feature spaces, such as color, intensity, and texture [3]. The aim 

of target tracking is to estimate the object‟s speed and position 

over time by means of one or more sensors. In case of an 

electro-optical sensor, the tracking system analyzes a series of 

digital images or frames. The steps often involved in tracking 

are (i) target detection and track initiation, (ii) track 

continuation, (iii) track termination, and (iv) identity declaration 

or classification. The detection is complicated due to the 

presence of multiple targets and other objects, referred to as 

background clutter. Normally, information contained within a 

single frame is not adequate to differentiate targets from clutter, 

making track initiation challenging and tricky. In such cases, 

detection over a sequence of frames (multi-scan detection) can 

be employed.  

Multi-scan detection necessitates solving the data 

association problem, also known as the matching problem in the 

video tracking community [4]. Since the objects may have 

arbitrary shape, color or texture, modern category-specific (e.g., 

face/car/human) object detection technology that often learns 

one or more specific classifiers based upon a large set of similar 

training images, cannot be applied to our scenario. To overcome 

this detection problem, a framework based on matching a 

reference and a target video sequences, is used. The reference 

video is taken through a moving camera when there is no 

distrustful object in the scene, and the target video is taken 

through a second camera following a similar trajectory, and 

observing the same scene where suspicious objects may have 

been neglected in the interim [5].  

Detection (a moving object recognition which is breaking 

into the field of robot vision) and tracking (similar to the 

movement until the distance from the object) are the most 

significant processes in many applications, ranging from games 

to robot automation of monitoring. In addition, the development 

of effectual methods for carrying out these tasks represents a 

challenging test for the integration of different techniques such 

as image processing, filtering, control theory, and artificial 

intelligence (AI) approaches [6]. Motion detection approaches 

based on stereo vision often use traditional stereo vision by dual-

camera systems. For ideal dual stereo vision, the system satisfies 

non-verged geometry and is convenient for stereo rectification 

and matching [7]. The most widely accepted technique for 

moving object detection with fixed camera is based on 

background subtraction. 
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ABSTRACT 

Object detection, tracking and recognition currently generated much attention in computer 

vision community due to their real time applications. The main goal is to detect and track 

specific instances of an object or broader object classes, such as cars or pedestrians in 

images sequence. Due The potency of processing video database lies on the search 

techniques employed in the video processing system. Usage of improper search techniques 

will make the processing system feeble. This paper proposes unique object detection and 

tracking system where Local Binary pattern are employed to detect moving object and track 

them in successive frames. Detecting a specific object from video suing Local Binary 

Pattern is more suitable when, objects information is not available. Initially, the database 

video clips are segmented into diverse shots before the feature extraction process. The 

proposed system comprises two stages: (i) feature extraction and (ii) tracking of object in the 

video clips. In the feature extraction stage, the color feature is extracted first based on the 

color quantization. Next, the edge density feature is extracted for the objects present in the 

query video. Subsequently, the texture feature is extracted using LGXP (local Gabor XOR 

patterns) technique. Eventually, the object is detected based on those features extracted and 

the detected object is tracked by utilizing both forward and backward tracking method. The 

proposed methodology is proved to be more effectual and precise in object detection and 

tracking.  
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For frame comparison of video information, a row of 

measures are exploited as unit for measurement of similarity 

images [8]. However, the problem of perfection the estimation 

methods of objects similarity is rather actual, because correlation 

characteristics of video sequences are far from ideal, and 

characterized by a significant level of secondary spikes and main 

spike inaccuracy[8]. 

Motivation for Local Binary Pattern 

The local binary pattern (LBP) texture operator was initially 

conceptualized as a measure for local image contrast [9], [10]. It 

describes the neighborhood of the pixel by using binary 

derivates of the pixel which forms short code to describe the 

pixel that is theoretically simple yet very powerful method of 

analyzing textures. The original LBP texture has locally two 

complementary aspects, a pattern and its strength. The original 

version of the local binary pattern operator works in a 3 x 3 pixel 

block of an image which are thresholded by its centre pixel 

value. Further they are multiplied by powers of two, and then 

summed to obtain a label for the centre pixel as depicted in Fig 

1. As the neighbourhood consists of 8 pixels, a total of 2
8
= 256 

different labels can be obtained depending on the relative gray 

values of the centre and the pixels in the neighbourhood. 
Example  thresholded  weight 

6 5 2  1 0 0  1 2 4 

7 6 1  1  0  128  8 

9 8 7  1 1 1  64 32 16 

pattern: 11110001 LBP=1+16+32+64+128 – 241 

Figure 1. The Original LBP 

The Local Binary Pattern (LBP) operator, originally 

introduced for texture analysis, has proved to be a powerful 

approach to describe local structures of an image.  

Because of its powerful capability and low computational 

complexity, it operator has been widely used in many 

applications, such as face recognition, motion analysis, 

pedestrian detection [11]. Here in this paper Local binary pattern 

(LBP) effective texture description operator is used to measure 

and extract texture information from the local neighborhood in a 

gray image, so that moving object is detected and tracked in 

successive frames. 

Related Works in Object Detection and Tracking Moving 

Object  

A numerous researches have been presented in the literature 

for the detection and tracking of moving object in videos. 

Almost all existing methods for object detection are expected at 

finding objects using some image features like colour, edge, 

texture features.  A brief review of some recent use of LBP in 

their researches is presented here. LBP texture and colour 

features, combined with particle filtering for dynamic object 

tracking in [12]. Colour feature extract from the colour image 

and local binary edge feature extract from the gray image, so the 

two features can complement each other. [13] presented a novel 

on-line feature selection method based on mean shift tracking 

algorithm, which  adjusts the weight for each feature and each 

bin in feature histograms during the tracking process, according 

to the discrimination between the appearance of object and 

background with different features. They used use features of 

gray level, LBP and edge orientation to describe the colour, 

texture and structure of object which makes performance more 

strong.[14] uses canny edge detector to get the edge points only 

for the foreground parts from the foreground detection, and only 

calculate the LBP value of these edge points for real-time human 

tracking. [15] Used LBP for multi-target tracking in outdoor 

environment.  LBP, is chosen because DSP is not good at 

floating-point operations. 

In recent years advantage of LBP's tolerance to monotonic 

illumination variations and its computational simplicity have 

made it a popular technique for facial feature analysis [16] is 

taken , especially in facial expression recognition [17]. LBP 

features are evaluated with weighted chi-square template 

matching, SVMs, LDA, and Linear Programming classication 

techniques in regular and low-resolution images, concluding that 

LBP feature-based face representation outperformed Gabor 

features for Facial expression recognition [17].  

Lin in [18] proposed a novel object tracking method based 

on the integration of global and local measure under an 

augmented particle filter framework. They used Colour 

statistical feature and LBP texture feature to construct the global 

and local observation model respectively. Also algorithm is 

accelerated while retaining robustness, by using cascade tow-

stage strategy to integrate the colour and texture measures for 

the weight update process. 

The method presented in [19] can tolerate changes of 

illumination so that robust moving objects detection can be 

realized. Salient feature points extracted from previous LBP are 

compared with those features found from the current LBP with a 

block matching approach so that the corresponding. Further they 

performed clustering of motion vectors so that , all the moving 

objects on image frames can be successfully detected and 

identified. Visual tracking approach based on „bag of features‟ 

(BoF) is described in [20] Initially they used incremental PCA 

visual tracking (IVT) in the first few frames and collect image 

patches randomly sampled within the tracked object region in 

each frame for constructing the codebook. These the tracked 

object then can be converted to a bag. Later they constructed two 

codebooks using color (RGB) features and local binary pattern 

(LBP) features for extracting more informative details. 

Proposed Methodology for Designing Efficient Object 

Detection and Tracking System 

The proposed object detection and tracking method involves 

three stages: Video Segmentation, Feature Extraction, and 

Tracking. In the initial stage, the database containing video clips 

are segmented into different frames or shots. Next in the feature 

extraction stage, three significant features are extracted from the 

segmented image such as, colour feature, edge density feature, 

and texture feature. LBP operator has been used to extract 

objects characteristics. The proposed method is detailed in the 

following sections. 

Shot Segmentation 

Today, a giant amount of digital videos have been generated 

due to the rapid expansion of computing and network 

infrastructures. Normally, videos are represented by a 

hierarchical structure, and the shots are the basis units for 

creating better-quality semantic scenes. Thus, shot boundary 

detection is an imperative preprocessing step for efficient 

browsing and further content analysis. A shot contains many 

consecutive frames that are usually captured by a camera in a 

single action, and no significant content change takes place 

between successive frames in the shot [21]. 

In our proposed method, a clustering technique is applied 

for video shot segmentation with the assumption that the frames 

in one cluster constitute a shot. The dominant-set clustering 

technique is based on the similarity matrix, so it is normally easy 

to cluster the frames that may not be successive in frame index 

into the same shot due to their high resemblance, because the 

clustering technique partially or fully disregards the temporal 

information. Thus, after performing the standard clustering 

process, a smoothing and elimination process have been 
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conducted. The dominant-set clustering algorithm used for our 

segmentation process provides better clustering of the image. 

The concept of dominant set offers a robust framework for 

iterative pair-wise clustering.  

The algorithm is described below, 

Consider the input matrix I 

 Initialize
jI , 

1j
 with I. 

 Compute the local solution of  
ju  and 

 juf
 

 Obtain the dominant set: 
 jj uD 

  

 Divide 
jI  and obtain a new similarity affinity matrix 

1jI  

 If 
1jI  is empty, then break, 

           Else 

       
jI  = 

1jI  and 
1 jj

then return to step 2 

          Output: 
   nnnj

n ufuDU ,,1  

Feature Extraction 

We need to select powerful features to avoid many 

problems when tracking similar objects. Converting the input 

data into set of features is called feature extraction. Feature 

extraction is a process, where the image features are extracted to 

succinctly represent the visual content of an image [22]. In our 

proposed technique, three features are computed from each 

region of an individual image in a video shot. The three features 

are, Color Feature, Edge Density Feature and Texture Feature. 

 Color Feature Extraction 

HSV (Hue, Saturation, Value) color components are more 

related to human perception and so, the color histogram 

extraction is based on HSV color space. Based on S component, 

the color quantization in HSV color space normally separate the 

gray bins from others and divides the other bins uniformly. 

Figure 2(a) demonstrates the partition in red SV plane [23]. In 

spite of this, the nature of HSV color space is that the colors of 

low V value looks more similar than the colors of high V value 

with respect to diverse saturations. In the below example, the 

color similarity between X7 to X9 (i.e., normally black) is 

greater than X4 to X6. 

 
Figure 2: Color quantization in SV plane (a) Cylindrical 

space quantization (b) Conical Space quantization 

The cylindrical HSV space is converted into cone space to 

solve the above problem. The cylindrical HSV point 

 xxx VSHX ,,
is related to conical HSV point 

 yyy VSHY ,,
. The transformation is given as, 















xy

xx

VV

VSy

xy

S

  HH

                    (1) 

Comparing figure. 1(a) and 1(b), the color of  X7 to X9 

correspond to Y6 and gray bins. This improves the color 

quantization of gloomy colors in HSV color space along with the 

diminution of number of bins used.  

 

Edge Density Feature Extraction 

Edge density defines the quality of an image by indicating 

the regions through the magnitude of the edge of the object 

available in the image. The resampled regions of the image are 

subjected to gray scaling operation in order that each region of 

the segmented image that is in RGB color space is converted to 

grayscale. Subsequently, the distance between the pixel are 

computed as,  

)1,1(),( )()()(

1  yxPyxPd i

gr

i

gr

i

; 11  rMx , 11  rNy        (2) 

After the pixel distance calculation, an edge preserving 

operation is carried out based on the obtained distance and 

thereby three classes of edges are obtained. Among that, only 

edge 3 is used. In the following eqn (3), 

maxD
minDand

represents the maximum and minimum density 

value, respectively and HTD
 represents the higher threshold 

value for the edge density. 
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In edge detection process, 

)(iE
 determines the edge 

density. This can be accomplished by determining the edge 

density matrix as,  

1
2

),( max)( 







 r

qn
Crq bi

E
; 

10 2/  bnq
, 

10 2/  bnr
  (6) 

where, 









 r

qn
C b

2

max

 is the number of values present in the 

thc  block of the 
r

qn
c b 

2  edge 

)(iE
.  

It is important to note that 

)(iE
 is the edge obtained for the 

image in a database. Thus, obtained edge is stored as the edge 

density feature vector of the corresponding region of an image. 

The aforementioned features are extracted from the regions of 

each image in the database.  

Texture Feature Extraction 

Here, the texture features from the image region are 

extorted by building a color texture histogram using a Local 

Binary Pattern (LBP). To summarize the local gray level 

structure of the image, LBP operator is used.  LBP operator is 

defined as a gray scale invariant texture measure, derived from a 

standard definition of texture in a local neighborhood. Here, a 

local Gabor XOR pattern is employed for the extraction of 

texture features. The LBP features are chosen due to their 

proven effectiveness in the past and they provide robustness to 

variations in illumination, and are able to provide highly 

descriminative features due to different levels of locality 

LGXP Descriptors 

In LGXP descriptors, first the phases are quantized into 

diverse ranges, and subsequently the LXP operator is applied to 

the quantized phases of the central pixel and its neighbour [24]. 

Eventually, the resulted binary labels are combined together as 

local pattern of the central pixel.  
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Figure 3. Encoding method of LGXP 

The pattern of LGXP in binary and decimal form is given as, 

   
decimal

D

j

j

v

j

binaryv

D

v

D

vi LGXPLGXPLGXPLGXPxLGXP 







 





1

,

11

,

1

,,, .2,....,, 

    
           (7) 

Where, ix
represents the central pixel position in the Gabor 

phase map with scale „


‟and orientation „


‟, D  

represents the size of neighborhood, and 
j

vLGXP ,  Dj ,......,2,1
 denotes the pattern computed 

between ix
 and its neighbor jx

 , which is given as, 

      DjxtxtLGXP jviv

j

v ,....,2,1,,,,   
   (8) 

In eqn (8), 
 v, is the phase,  is the LXP operator 

based on XOR, 
 t

 is the quantization operator, which 

determines the quantized code of phase based on the number of 

phase ranges. 

The number of phase ranges is computed as, 



 


else

if
hg

  ; 1

hg    ;  0

                        (9) 

   ;, jt v                           (10) 

if 
 

 
1,....,1,0,

1360360
, 





lj

l

j

l
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v

 

where l is the number of phase ranges. 

For each gabor kernal, one pattern map is determined. 

Subsequently, each pattern map is splitted into „k‟ non-

overlapping sub-blocks, and the histograms of all these sub-

blocks of all the scales and orientations are combined together to 

form the proposed LGXP descriptor of the input image. 

 kvvkvv HGHGHGHGHG ,1,11,1,1,,1,, ,.....,;....;,....,    (11)            

Where, 
 kpHG pv ,....2,1,,  represents the histogram of 

the 
thp

 sub-block of LGXP map with scale „
v

‟ and orientation 

„


‟. In our proposed technique, Gabor filters of five scales and 

eight orientations are utilized. 

Moving Object Detection and Tracking 

The moving objects are detected from each frame. The three 

different methods employed for the detection of moving object 

are, Background Subtraction, Temporal Differencing and 

Optical Flow. The background subtraction is a straightforward 

technique, used for moving object detection. Here, it is assumed 

that the background is static, so that the background does not 

change with the number of frames. First the difference between 

the object  and the background  is computed using the 

below formula, 

     yxByxOyxD kkk ,,, 
                (12) 

Now, threshold the difference using the formula given 

below, 

    

 
 



 


otherwise

TyxD
yxM

k

k
, 0

, ,  1
,  

                    (13)   

Using the gray histogram, the bottom value between the two 

peaks is taken as the threshold value [25]. Basically, object 

tracking is used to find the location of the target in different 

frames in a sequence of images. The main aim of object tracking 

is to choose the best object characteristics and to use the 

appropriate searching methods. In our work, an Image 

Difference Algorithm is employed for Moving Object Detection 

and Tracking. 

Object Tracking 

To achieve an excellent detection rate on each shot of a 

video frame, the detection and tracking are combined and some 

rules are generated to achieve a successful tracking process. The 

tracking is of two types: Forward Tracking and Backward 

Tracking. 

Forward Tracking 

The forward tracking process is carried out on each frame, 

starting from frames where the objects have been detected. 

While tracking, same object may be detected several times in a 

shot, this leads to multiple tracking of same object, which is time 

consuming. In order to conquer this problem, some tracking 

rules are used to find whether the detected objects are multiplied 

or not. This rule is generally based on the percentage of overlap 

between the detected object and the one resulting from the 

forward tracking in the same frame, which is represented as, 

 
 

 
Tj

jT

FB

BF

j SS

S
O

,min
maxF  T




                                     (14) 

Where, jBS
is the area of the 

th
j detection, and TFS

is the 

area of the forward tracking. As well, 
 jT BFS 

 represents the 

area recovered by the detection process. 

Backward Tracking 

Backward Tracking is carried out on each frame in order to 

obtain an additional set of object. The backward tracking is very 

helpful in case an object is not detected at the beginning but in 

the middle of the frame. The forward tracking provides the 

objects from the detection frame to the end of the shot whereas 

backward tracking provides the missing result from the first 

frame of the shot to the frame wherein the last object detection 

has been performed. Moreover, the backward tracking is proved 

to be effective when the forward tracking fails to find the 

location of an object in a particular frame. This may be due to 

occlusion, bad lighting or if the tracker sticks to the background.  

Object Tracking Process 

Here, the tracking process is done by comparing the features 

extracted in the present frame with the features extracted in the 

prior frame. Assume we have a total of „P‟ number of features 

extracted in present frame and „Q‟ number of features extracted 

in the prior frame. Thus, a total of P x Q matching is required. 

For this matching process, a Euclidean Distance measure is 

utilized. For two feature vectors iV
and 

Vj
 where 
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Pi ,.....2,1
and 

Qj ,......2,1
, the Euclidean distance is 

calculated as,  

   



t

m

jmimj VV
a

VD
1

2

i

1
,V  

        (15) 

Where, a  represents the dimension of the feature vector 

selected. Once the distances between the features are computed, 

the minimum distance object is tracked. This is the object which 

we have to be tracked from the video clip. This process is then 

carried out for different shots and the movement of the object is 

found which helps in efficient tracking of the object.   

Results and Discussion 

The proposed object detection and tracking system using the 

low level features was implemented in the working platform of 

MATLAB (version 7.11). The detection and tracking process is 

tested with different frames of video and the upcoming result of 

the proposed work has been shown below. Initially, the video are 

segmented to different shots or frames and then features are 

extracted followed by the detection and tracking process. 

As mentioned in the section 3, the input video clip is shot 

segmented into number of frames. Then for each frame, various 

features are extracted using the algorithms mentioned in the 

proposed methodology. These features help in identifying the 

object position in each frame. Once the features are extracted, 

ellipse fitting algorithm is applied to detect and track the objects 

in the frames. Figure 4 shows the results obtained by the 

proposed method. The figure 4(a) is the original image of the 

flight obtained from the shot segmentation. Figure 4(b) is the 

obtained output after the feature extraction process. Figure 4(c) 

shows the resultant image after the object detection process and 

finally, Figure 4(d) shows the tracked image of the object in the 

frame. Similarly for different frames, the process is repeated and 

finally the object is tracked. The proposed methodology is 

proved to be more effective and accurate in object detection and 

tracking which is shown in figure 5 and 6.  

 
(a)                                 (b) 

  
(c)                                 (d) 

Figure 4. Results of object tracking in first frame: (a) Input 

frame; (b)Edge feature extraction;  (c) Object detection ; (d) 

Object tracking 

 
       (a)                                            (b) 

 
             (c)                                              (d) 

Figure 5. Results of object tracking in second frame: (a) 

Input frame; (b)Edge feature extraction; (c) Object detection 

; (d) Object tracking 

 
(a)                                      (b) 

 
(c)                                      (d) 

Figure 6. Results of object tracking in third frame: (a) Input 

frame; (b)Edge feature extraction; (c) Object detection ; (d) 

Object tracking 

Table 1. Precision and Recall for the proposed method 

 

S.No 

Performance Analysis 

Precision Recall 

Proposed 

Method 

Existing 

Method 

Proposed 

Method 

Existing 

Method 

1 0.8 0.71 0.16 0.15 

2 0.75 0.65 0.23 0.24 

3 0.68 0.59 0.35 0.35 

4 0.6 0.52 0.48 0.46 

5 0.56 0.47 0.56 0.52 

6 0.5 0.43 0.65 0.57 

7 0.44 0.35 0.72 0.65 

8 0.35 0.32 0.8 0.69 

9 0.26 0.25 0.85 0.75 

Performance Analysis: 

The precision and recall value for the proposed method are 

calculated for analyzing the performance. Let the object to be 

tracked is denoted as TO
 and the tracked output is denoted 

as OT
 , then the precision and recall are expressed as, 

 
 O

OT

T

TO
precision




                            
 (16) 

 
 T

OT

O

TO
recall


  

                           
  (17)   

Precision measures how much of OT
 covers the TO

, and 

recall measures how much of TO
is covered by the OT

. Using 

Eq. (16) and (17), the precision and recall values for the query 

image are calculated for the proposed method and also for the 
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existing method. The values obtained from the calculation are 

given in Table 1. These values are used for the analysis of 

performance between the proposed and existing methods.  Here, 

the existing method is the vision based object detection and 

tracking. 

The graphical representation of precision and recall 

corresponding to the above values is shown in the figure 7,  

 
Figure 7. Precision and Recall plot for the proposed method 

Conclusion 

In this paper, a robust object detection and tracking system 

was proposed, which is based on low level features. 

Combination of multiple features can improve the robustness of 

tracking algorithm, and these three features are very simple and 

effective access to real-time tracking. Experimental results show 

that the method proposed can improve tracking accuracy and is 

strong robustness. In this unique object detection and tracking 

system, the video segmentation, feature extraction, object 

detection and tracking processes are combined using a single 

feature. As compared to previous methods, our proposed 

methodology is proved to be more efficient and accurate in 

object detection and tracking. The precision and recall were the 

two major parameters taken into account for measuring the 

potency of the proposed method. As shown in the tabular 

column, the precision and recall values were seems to be 

improved than the other existing methods of object tracking and 

detection. Overall, our proposed framework is proved to be an 

effective and efficient method in the field of object detection and 

tracking. 
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