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Introduction 

Blind source separation is a process of separating a source 

of interest from a mixture of different sources without prior 

knowledge of mixing process, number of sources and mixing 

parameters. Presently most of the audio is recorded, saved and 

processed in the form of stereophonic audio. Many algorithms 

are there that processed stereophonic audio for different 

purposes like singing voice detection, melody extraction, 

instruments detection, speech recognition, singer identification, 

instruments classification and voice separation from the mixture. 

The work is being carried out on stereophonic audio to get clear 

separation results [2,6,10]. Similar attempt is made in this paper; 

we collected dataset of 26 stereo audio files and get promising 

separation results for almost all of them. Section II presents our 

algorithm overview. In section III we discuss filtering and signal 

reconstruction process. In section IV we discuss experimental 

results. Section V concludes our paper. Section VI presents 

future work.  

GORITHM OVERVIEW 

We perform steps shown in figure 1; to carryout separation 

process. 

 

 

 

Input audio file is processed in form of overlapped time frames. 

Each frame is windowed. DFT [1,3,4] is applied to each frame; 

it gives DFT coefficients of the input file. Some of these 

coefficients are kept making others zero by the help of masking 

or in other words filtering. Then IDFT is applied to signal to get 

a real signal which is then reconstructed by overlap add using 

triangular window with 50% overlap. 

SIGNAL FILTERING AND RECONSTRUCTION 

In this step we apply independent layers of time frequency 

filters (TFF) [5] on our signal to build our DFT frames keeping 

some of the DFT coefficients and setting others to zero. Pan 

TFF and Inter-channel Phase Difference TFF are utilized for 

filtering and also for non-zero DFT coefficient selection. We 

define a different mask in each filtering technique. The mask is 

defined manually based upon the filtering method used here. 

Pan TFF 

Mono signals are panned in both channels to form a stereo 

mixture. Non reverberated tracks do not show significant 

overlapping and it is easier to define a range to select their DFT 

coefficients but if the tracks are overlapping their coefficients 

may change in time and cannot be estimated correctly as 

belonging to one source or the other in the mix. We are not 

considering those files in which stereo reverberation is added to 

one mono track to form a stereo file. 

Voice is a pure mono track present in a file so we can define 

a mask in pan TFF to select DFT coefficients of this mono 

signal as our desired output. In this paper, pan TFF mask range 

is taken from 0.4 to 0.6 which is selecting center panned 

coefficients which can be estimated as belonging to voice as 

voice as a mono signal is found in center of audio file. This 

mask selects DFT coefficients that are within its range setting 

others to zero. 

IPD TFF 

Some of the noise or interference that cannot be completely 

extracted by pan TFF is filtered out by Inter-channel Phase 

Difference (IPD) TFF. It is found that DFT phase spectrum of 

mirrored pure mono tracks is same for both channels [7] as in 

equation 1. 
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(1) 

Mono tracks with artificial reverberation exhibit opposite 

criteria as shown in equation 2.  

 

 
However IPD TFF [7] helps to differentiate between non-

reverberated mono and artificially reverberated/stereo tracks. 

The energy of DFT coefficients possessing same phase is 

standing around zero IPD value. It is the case for pure mono 

tracks mirrored in two channels. DFT coefficients with different 

phase exhibit the presence of artificial reverberation in tracks. 

As our source of interest is voice, so based upon previous 

criteria we define a mask to perform IPD filtering on signal. Its 

range is from -π and +π. We set our IPD TFF mask in range [-

0.2 0.2]. Application of this mask makes DFT coefficients zero 

that are outside this range. This process can also be termed as 

binary masking. 

Finally we overlap and add [8] these processed frames to 

reconstruct our final output signal. We use triangular window to 

perform overlap; as triangular window obey constant overlap-

add constraint for a wide variety of hop sizes and yields perfect 

reconstruction due to this property.  

PERIMENTAL RESULTS 

In our experiments we choose frames of size N=8192 for a 

better perceived quality of output sound. We set hop size M= 

N/4. MATLAB is used as a simulation platform. Blackman 

Harris -92dB window is used as it show good performance with 

reduced spectral leakage that‟s why it is selected. We apply our 

algorithm upon dataset of 26 songs we collected. Some of the 

experimental results are presented in the following figures. 

We tested our algorithm on a song named „wonderful 

world‟. Its results are in figure 2 (a-c).Figure 2(a) shows 

waveform of original signal and signal after separation for this 

particular song. It is clearly seen from this plot that vocals are 

separated. Figure 2(b) shows waveform of signal after filtering 

the signal with pan and IPD TFF.  

 
(a) Original and recovered signal 

 
(b) Pan and IPD TFF application 

 
(c) Spectrogram 

Fig. 2: Original and extracted vocals signal 

It can be observed from this plot that some residual noise 

left after pan TFF is removed by IPD TFF. Figure 2(c) show 

spectrogram of input and processed sound file containing only 

vocals.  

Some more experimental results that we performed on some 

popular songs from our dataset are shown in figure 3, 4 and 5. 

We further evaluate our algorithm separation performance by 

the help of one of the blind source separation evaluation 

(bss_eval) parameter that is signal to interference ratio (SIR). 

AGl To Interference Ratio (Sir) 

Bss_Eval is a toolbox [9] used for measuring the separation 

quality of a separation algorithm. It tests separation performance 

by means of different parameters like signal to interference ratio 

(SIR), signal to distortion ratio (SDR) and signal to artifacts 

ratio (SAR). We make use of one of its parameters i.e. SIR for 

evaluation of our algorithm‟s performance.  

The reason of measuring SIR is to evaluate our results in 

terms of finding out that whether the interfering source (music) 

is removed or not. The SIR gives a measure of level of 

interference present in a source of interest that is estimated in a 

separation algorithm. Let  be the distortion due to 

interference. Then in mathematical terms SIR can be written as 

in equation 3. 

 
We calculated SIR values for our separation method. We tested 

all 26 songs in our dataset. Table 1 enlists SIR results for 

separation performed on these audio files. Large and positive 

SIR values represent good separation performance. Table 1 has 

large and positive values of SIR which yield excellent separation 

performed by our algorithm. These results are also presented 

graphically in figure 4.  

 
(a) Waveform 

 
(b) Spectrogram 

Fig. 3 Suspended.wav
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(a) Waveform 

 
(b) Spectrogram 

Fig. 4: Waiting.wav 

 
(a) Waveform 

 
(b) Spectrogram 

Fig 5: Sun rise.wav 

Note that all file in table 1 have sampling resolution of 

16bits and sampling frequency of 44.1 kHz and SIR values are 

in decibels. 

 
Fig 4: SIR values 

Shortcomings 

There are some shortcomings in our algorithm. From SIR 

values in table 1; it can be seen that a good separation 

performance is achieved but there is a wav file „wondering.wav‟ 

in which our algorithm has shown degraded performance as its  

negative SIR value illustrates  poor performance of our 

algorithm for this particular file. The reason for this is that most 

of the music instruments used in this particular song is bass 

drum and bass drum is mostly panned near the center where 

voice also resides so it interferes with the voice and can‟t be 

removed completely as if an attempt is made to completely 

extract this drum then it will remove voice as well. Due to this 

reason our algorithm could perform only partial separation in 

this case. Other than this file all other files have shown large 

positive values of SIR yielding excellent separation 

performance. 

CONCLUSION 

In this paper we deal with blind audio source separation 

problem in order to remove background music leaving only 

foreground vocals in stereophonic audio. Signals are observed 

in time frequency domain and well known techniques like DFT, 

binary masking/time frequency filtering and overlap-add 

methods are used for this purpose. The results are analyzed and 

discussed in the form of waveforms, spectrograms and bss_eval 

metric SIR. The SIR values are acceptable and envision 

qualitative separation results. 

FUTURE WORK 

Our algorithm could not perform fully if there are bass 

heavy instruments panned near the center interfering with the 

voice. In future this shortcoming could be worked upon to get 

better results.  

Table 1: Bss_Eval Results 
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