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Introduction 

Dividing a set of units into a number of subsets, based on a 

determined objective can be approached as a Set Partitioning 

(SP) problem. The set partitioning problem arises when each 

unit must appear in exactly one subset, and all constraints are 

equality constraints. This type of problems has a large field of 

application including workforce planning (Yan and Tu, 2002; 

Yan and Chang, 2002; Sarin and Aggarval, 2002; Freling etal. 

2001), vehicle routing (Chiang and Russell, 2002; Renaud and 

Boctor, 2004; Fagerholt, 1999; Kelly and Xu, 1999), planning 

for the best performance of various vehicles and machines 

(Chen and Lee, 2002; Fagerholt, 2001; Jiang, 2005), and 

alignment of sports leagues (Mitchell, 2003). However, solving 

these problems using linear programming techniques and 

traditional algorithms requires massive amounts of times and 

efforts. Thus, the search for more effective algorithms still 

continues.  

Fugenschuh presents an integer programming model for the 

integrated optimization of bus schedules and school starting 

times, which is a single-depot vehicle scheduling problem with 

additional coupling constraints among the time windows. 

Set partitioning relaxation is applied to compute better lower 

bounds and, in combination with a primal construction heuristic, 

also better primal feasible solutions (Fugenschuh, 2011).  

Linderoth and Lee suggest a parallel linear programming 

based heuristic approach for large scale set partitioning 

problems (Linderoth and Lee, 2001). Joseph proposes a 

concurrent processing framework to solve the large scale set 

partitioning problems by dividing it into smaller subgroups 

(Joseph, 2002). Barahona and Anbil use a volume algorithm and 

the dual simplex together (Barahona and Anbil, 2002). Klabjan 

suggests an algorithm for computing a subadditive dual function 

(Klabjan, 2004). Chu and Beasley apply well-known genetic 

algorithm in different ways to solve the SP problems of Lin, 

Kao, and Hsu (Chu and Beasley, 1998; Lin, Kao and Hsu, 

1993).  Combs combines tabu search and set partitioning 

approach for the crew scheduling problem (Combs, 2002). 

The research at hand utilizes a scatter search algorithm 

combined with a tabu search component in the improvement 

phase to solve the SP problem introduced here. The application 

consists of grouping 54 teams competition in the 3
rd

 level 

football league of Turkey. The format of the league is designed 

to have three groups consisting 18 teams in each. Since every 

team has to visit all other teams in the same group, an optimal 

solution must be found to minimize the total traveling time 

throughout the league, thus minimizing the overall cost and time 

required. Optimal solution can be found by setting up a 0-1 

integer linear programming model and solving it to optimality 

(Mitchell, 2003).  

Caballero etal. (2011) propose a hybrid heuristic procedure 

based on scatter search and tabu search for the problem of 

clustering objects to optimize multiple criteria with the goal of 

searching for good approximations of the efficient frontier for 

this class of problems and provide a means for improving 

decision making in multiple application areas.  

The Mathematical Model for SP 

The set partitioning problems can be formulated as follow 

(Van Krieken etal, 2003): 
 

subject to: 

 

                       

 in the objection function is the cost of  subset, thus 
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, if the  subset is one of the subsets to be 

chosen for the optimal solution; otherwise, . 

.  is a 0-1 matrix of  dimension. 

, if the  unit is in the  subset; otherwise, 

. 

, is the number of units to be divided into subsets. 

, is the number of subsets. 

 ensures that each unit is placed in only one 

subset. 

Primal-Dual Scatter Search-Tabu Algorithm for SP 

Scatter Search (SS) is introduced by Glover initially for 

solving Integer Programming problems. However, the 

application range of SS has been expanded to cover 

combinatorial optimization and nonlinear optimization, in recent 

years. 

SS derives its foundations from strategies originally 

proposed for combining decision rules and constraints (Glover 

et al., 2003). It operates on a set of solutions, called the 

reference set. The size of the reference set is usually no more 

than twenty (Glover et al., 2003). Two or more solutions of the 

reference set are chosen in a systematic rather than at random 

way to produce a new solution to update the reference set. When 

the reference set does not change and the algorithm reaches a 

specified iteration step, the solution is obtained (Zhang etal., 

2011). 

Tabu search (TS) algorithm applied in this study on the 

other hand, searches for the best solution starting with the 

solution provided by the SS during the solution combination 

phase. Each solution combination is subjected to an 

improvement phase equipped with a tabu search (TS) algorithm. 

Since the solution combination phase results with infeasible 

solution, improvement phase is designed to be able to deal with 

such solutions. 

The improvement method involves shift and swap moves, 

first suggested by Martello and Toth (1981), on a given solution 

to reach another solution, with the goal of reducing the objective 

function value. If the new value is larger than the value of 

current solution, the move is not executed and the current 

solution is kept. Otherwise, the move is executed and the 

solution is updated. The first type of move, exchanges two 

teams in the same column of solution matrix, whereas a second 

type of move exchanges two teams located in different columns. 

At each iteration of the improvement, all possible shift and 

exchange moves are considered, and among those moves, the 

one that provides the best improvement in terms of the objective 

function value is selected as the next move (Sagbansua, 2009). 

Improvement Algorithm 

1. For each j
th

 team let 
   

with 
1j

the maximizing team for 
1 1( ) ( )s j and i j  the 

maximizing argument in the expression. (Assuming that the 

maximum over a null set is  .)  

2. For each pair of teams w and v let 

 

 

 

with maximizing arguments * *v and w . 

3. If 
1 2s and s     then STOP, as no more 

improvements can be found. 

If 
1 2s s , then shift 

1 1( )i j  to the group 
1j

. Otherwise, if 

2 1s s , then, exchange the teams * *v and w . 

4. Go to step 1. 

The resulting improved solutions are provided back to SS as 

candidates for Reference Set, during the Reference Set Update 

phase explained in the following section. 

TS explores the solution space by moving at each iteration 

from a solution to the best available solution in its 

neighborhood. To avoid cycling, solutions possessing some 

attributes of recently explored ones are assigned the status of 

tabu. That is achieved using what is called short-term memory. 

Tabu moves are represented by attributes which are stored in a 

tabu list. The best move is chosen as the highest evaluation 

move in the neighborhood of the current solution in terms of 

objective function and tabu restrictions. 

The SP problem studied in this research involves the third 

level Turkish football league consisting of 54 teams grouped by 

Turkish Football Federation (TFF) into three for the 2010-2011 

football season. These teams are assigned a number to be 

represented by during the solution procedures. Naturally, each 

group consists of 18 teams which travel to each other for away 

games. Thus, the smaller the distances to each other, the smaller 

the total cost throughout the league. An  matrix 

generated to represent the distances between the teams. In this 

 matrix,  is the distance between the  and  

teams. The distances are obtained from the General Directorate 

of Highways of Turkey. 

Each solution visited by the algorithm is represented by a 

 matrix G, where 3 is the number of subsets, and 18 is the 

number of teams in each subset. 

Scatter Search Template 

Suggested by Glover (1998), the following template has 

become the foundation of almost every scatter search algorithm 

available in the literature. The main idea behind using this 

template involves generating a diverse set of solutions along 

with a number of quality solutions and combining these 

solutions in the later stages while updating the reference set in 

order to keep diversification as well as the quality of reference 

set. 

A Diversification Generation Method to generate a 

collection of diverse trial solutions, using an arbitrary trial 

solution (or seed solution) as an input. 

An Improvement Method to transform a trial solution into 

one or more enhanced trial solutions. (Neither the input nor the 

output solutions are required to be feasible, though the output 

solutions will more usually be expected to be so. If no 

improvement of the input trial solution results, the ―enhanced‖ 

solution is considered to be the same as the input solution.) 

A Reference Set Update Method to build and maintain a 

reference set consisting of the b ―best‖ solutions found (where 

the value of b is typically small, e.g., no more than 20), 

organized to provide efficient accessing by the other parts of the 

method. Solutions gain membership to the reference set 

according to their quality or diversity. 

A Subset Generation Method to operate on the reference set, 

to produce a subset of its solutions as a basis for creating 

combined solutions. 

A Solution Combination Method to transform a given subset 

of solutions produced by the Subset Generation Method into one 

or more combined solution vectors. 

 

 

The Scatter Search Algorithm Description 
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The scatter search algorithm starts with a RefSet =    

(RefSet = RefSet1   RefSet2). RefSet1 contains three elements 

while RefSet2 contains two. RefSet1 is the subset where the elite 

solutions are added as an attempt to keep these solutions during 

the search process. Meanwhile, a set of diverse solutions are 

required in order to avoid getting trapped in a region. RefSet2 is 

intended to serve this purpose by keeping diverse solutions to 

guide the search algorithm into new regions. The solutions 

obtained from the Diversification Generation Method are chosen 

to initialize this subset. 

The algorithm starts with an initial solution which is chosen 

to be the current grouping scheme suggested by the TFF. The 

solution is improved using the Tabu algorithm introduced above. 

During the improvement iterations, elite solutions are added to 

the RefSet1 if a solution improves the worst solution currently in 

this subset.  In each iteration of the Improvement Phase, the 

solutions are checked to see whether they qualify to be included 

in the reference set. Improved solutions are evaluated in terms of 

their objective function values as well as a specified 

diversification criterion. Thus, the reference set is divided into 

two subsets: RefSet1 containing a set of the best solutions in 

terms of the objective function value, and a RefSet2 made up of 

diverse solutions. We consider a sequential evaluation process 

that checks whether the solution qualifies for RefSet1, otherwise 

checks for RefSet2. A solution qualifies for RefSet1 if its 

objective function value is better than the objective function 

value of the worst element in this set, and in this case, the worst 

solution is replaced by the new one. Otherwise, we look at the 

diversity measure of the new solution. If the minimum distance 

of this solution to the current solutions in reference set is greater 

than the distance of any other solutions in the RefSet2, then we 

replace this new solution with the worst solution in RefSet2. 

In the subset generation phase, two, three, and 4-elements 

subsets are generated by using the current reference set. Then, 

the Solution Combination Method is applied to find a new 

solution which is not guaranteed to be feasible. For instance, any 

team can be placed in more than one group. Thus, the 

improvement phase is designed to able to deal with such cases 

as well. The improvement phase follows the solution 

combination method in order to reach feasibility and further 

improve the objective value, consequently.  

When we reach a maximum number of iterations, the best 

solution in terms of the objective function value is used to 

determine the new weights for the Surrogate Relaxation phase. 

After solving the Surrogate relaxed problem, the Improvement 

Method again comes into play, and the procedure mentioned 

above continues.  

A description of the outline of the algorithm is provided 

below: 

Initialization 

1. Start with RefSet =   

For (Initial RefSet < RefSet) 

2. Use Diversification Generation Method to generate a solution 

x. Apply the Improvement Method with TS feature to the 

solution to obtain improved solution x*. Add the improved 

solution to RefSet. 

End for 

3. Order the solutions in RefSet according to their objective 

function value. 

4. Take the first three solutions and add them to RefSet1. 

Determine RefSet2 based on the distance measures. Set RefSet = 

RefSet1   RefSet2. 

Primal-Daul 

Do While (Max Iterations) 

Do While (Max Tabu Iterations) 

5. Apply Tabu search followed by improvement method to 

obtain a solution xt. 

If (xt is not in RefSet and the objective function value of xt 

is better than the objective function value of the worst solution 

in RefSet1) then 

Replace xt with the worst solution in RefSet1. 

Else If (xt is not in RefSet2 and dmin(xt) is larger than dmin(x)  

for a solution x in RefSet2) then 

   Replace the worst solution currently 

in RefSet2 with xt. 

 Endif 

     End While 

6. Order the solutions in RefSet1 according to their objective 

function value. 

7. Create subsets with the Subset Generation Method, using the 

solutions in RefSet.  

Do While (Number of Subsets) 

8. Apply the Solution Combination Method to obtain new 

solutions. 

9. Apply Improvement Method with TS to obtain feasible 

solutions
sx . 

If (xt is not in RefSet and the objective function value of xt 

is better than the objective function value of the worst solution 

in RefSet1) then 

Replace xt with the worst solution in RefSet1. 

Apply Subset Generation Method 

Else If (xt is not in RefSet2 and dmin(xt) is larger than dmin(x) 

for a solution x in RefSet2) then 

Replace the worst solution currently in RefSet2 with xt. 

Endif 

10. Order the solutions in RefSet1 according to their objective 

function value. 

End While 

End While 

Experimental Results 

The algorithm developed in this study is coded in C++ and 

run on a Pentium 1.73GHz processor, 0.99 GB of RAM.  

The computational experience consists of 54 teams 

competing in the 3
rd

 level national football league of Turkey in 

three groups for the 2010-2011 season. The SS algorithm 

utilized to minimize the total distance travelled by the teams 

during the season, uses the groups set up by the football 

federation as an initial solution. The distances between the team 

locations are obtained from the General Directorate of Highways 

of Turkey.  

Considering each team in the league has 17 away games, 54 

teams throughout the league have 918 away games totaling up to 

726152 km (451209 miles) according to the groups set by the 

football federation. The solution above found by the SS 

algorithm on the other hand, requires 339589 km (211256 miles) 

which is a 56% reduction in the total traveling time, and the 

traveling costs consequently.  

Concluding Remarks 

The search for more efficient and suitable algorithms to 

solve NP-hard problems continues due to the insufficiency of 

linear programming techniques and traditional algorithms for 

such problems. Heuristic approach which emerges in near-

optimal solutions very quickly has drawn a great deal of 

attention. Scatter Search introduced by Fred W. Glover is 

proven to be one of the most popular and effective metaheuristic 

methods.  

In this research, we considered the multi-resource 

generalized assignment problem and proposed a new algorithm 
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that consists of an effective use of the RAMP and Primal-Dual 

RAMP methods proposed in Rego (2004). It was confirmed 

through the computational results and the comparisons on the 

benchmark problem instances that these methods are very 

effective for the MRGAP which constitutes the first application 

of these methods in combinatorial optimization problems.  

MRGAP is one of the combinatorial optimization problems 

which are known to be NP-hard. 

This study develops a Scatter Search based algorithm to 

solve a Set Partitioning problem involving a national football 

league. The 54 teams competing in the league are divided into 

three subsets in a way to minimize the total distance travelled by 

the teams. The experimental results show that the proposed 

algorithm finds a solution reducing the total travel, hence the 

cost by 56% compared to the groups set up by the football 

federation.  

The new groups are regional in nature. Thus, the structure 

of regional conferences strikes as a possible scenario that can be 

implemented. Such systems utilized by the National Football 

League (NFL) or National Basketball Association (NBA) can 

also be a model to minimize the costs while arranging the 

schedule in a way to add cross-conference games in certain time 

frames, as a way of diversification among the teams.  

Future direction in this study is to further improve the 

Primal-Dual SST algorithm developed during this research. First 

tool in this direction is to use weight criteria in combining the 

elements in the subsets during the solution combination phase. 

This way, a more sophisticated and guided method will be 

utilized in this phase. The second tool is to improve the solution 

time required by the algorithm. The effectiveness of the modules 

used in the algorithm will be increased in order to save time, 

enabling more intensified search in the solution space.  
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