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Introduction

The literature on Ranked set sampling describes a great variety of techniques for using auxiliary information to obtain more
efficient estimators. Ranked set sampling (RSS) was first suggested by Mcintyre (1952) and Stratified Ranked Set Sampling was
introduced by Samawi (1996) to increase the efficiency of estimator of population mean. The performance of the combined and the
separate ratio estimates using the stratified ranked set sample (SRSS) was given by Samawi and Siam (2003). Here we shall improve
ratio cum product estimators given by Singh et al.(2005) and Tailor et al. (2011), respectively by using SRSS based on auxiliary

variable.

The combined ratio and product estimator of population mean V in stratified random sampling is defined by

_ (X (1.0)
Yrssrs = Yst| =
Xst
_ (X (1.2)
Ypssrs = Yt X
where  _ L _ and _ L _ are the unbiased estimators of population mean V and Y
Yt :Z\Nh Yn Xst :thxh
h=1 h=1

respectively.

When the population coefficient of variation C, is known, Motivated by Sisodia and Dwivedi (1981), Kadilar and Cingi (2003)

suggested a modified ratio estimator for V in stratified random sampling as

ZL:Wh (Yh +C, )
ZWh ()_(h +C, )
h=1

(1.3)

Vaso = Yo 5
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Motivated by Singh and Kakran (1993), Kadilar and Cingi (2003) developed ratio-type estimator for V as

L - (1.4)
_ ZWh (X h+ B (X))
Yask = Vst h=|_l

hZWh ()_(h + Bon (X))

Estimators based on Upadhyaya and Singh (1999), using both coefficient of variation and kurtosis in stratified random sampling,

Kadilar and Cingi (2003) considered the following ratio and product estimators respectively
L . (1.5)
_ _ ZWh (X hC,, +ﬂ2h(x))
h=:
Ysust = Yt L1

;wh (nC,, + B (%))

(1.6)

L _
_ th (Xthh + Ban (X))
Yausz = Yt h|_:1

>, (XhC,, + ()

To estimate? , Singh et al.(2005) suggested the combined ratio- product estimator as

v Vo X X (L7)
IEFES)
Xst x

where & is a real constant to be determined such that the mean squared error (MSE) is minimum.

Utilizing the information on co-efficient of variation and co-efficient of kurtosis of the auxiliary variable X, Tailor et al. (2011)

proposed the modified ratio-cum-product estimator of population mean under SSRS is given by

L . L - (1.8)
s | [ 2wXie, + 8 ) > W, (xiC,, + ;0 ()
Y mssrs = Y| g 12 +(1-a) 2=
> W, (xiC, + () YW, (X1C,, + ()
h=1 h=1
Where & is a suitably chosen scalar. It is to be noted that for @ =1 and & =0, A reduces to the estimators 7,

Y M ssrs

respectively.

To the first degree of approximation the mean squared error (MSE) of the estimators

A and A respectively are
Y rp ssrs Y M ssrs
v = 2 1.9
VB Y > W (s2 4 Res?2 2Rs, ) o
=n, Yh X X Yn
- = 1.10
MSE( ypsRs) ZL:_*‘Z(SZ +R?S2 +2RS ) (10
= n, Yn Xp XnYn
(1.11)

MSE( 9StSD): 3 ’ (SZ +R2ﬂ1282 _ZRﬂ,lS )
Xh XhYh

Yh

yR,SSRS’ yP,SSRS, ystSDl yS'[SK’ ystUSl, ystUSZ
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MSE(y )= L. W2 (1.12)
(Yoo Zvi(sjh +R2A2S2 —2R4,S, , )
h=t N
MSE(S )= L2 (1.13)
( Ystust Z_h(SZ R27123x2h —2R7/1thyh)
b= Ny
MSE( +, )= L 2 (1.14)
Vs > =h(s2 +R%ZSZ +2RyS, )
h1 Ny
MSE(A )= L2 (1.15)
Vs Z\%[sjh +2R(L-2a)S, , +R*(1-2a)?S! ]
h=1 h
and MSE( A )= L 2 (1.16)
(s > [s? +2Rt, (1-2a)S, , +RM2A(L-2a)*S? |
h1 Ny
where L _ , L _ , L — )
D W, X D W, X D> W, XnC,
X’1= L h:l_ ﬂ2= L h:1_ ]/1:}/2=tusz L h=l_
D W, (Xn+C,) D W, (X + B, (X)) D W, (XnC, + By, (X))
h=1 h=1 h=1
Np, Vi , Np kva d Np vE VIR
. =Zi:1(Yhi_Yh)2 52 _ Zi:l(xhi - Xn)? an S =Zi:l(Yhi =Y )(Xp = Xn)
Yh Nh—l Xp Nh _1 YhXh Nh—l

Stratified ranked set sample

In Ranked set sampling (RSS), I' independent random sets, each of size I' and each unit in the set being selected with equal
probability and without replacement , are selected from the population. The members of each random set are ranked with respect to
the characteristic of the study variable or auxiliary variable. Then, the smallest unit is selected from the first ordered set and the
second smallest unit is selected from the second ordered set. By this way, this procedure is continued until the unit with the largest

rank is chosen from the |-th set. This cycle may be repeated M times, so Mr (=n) units have been measured during this process.

In Stratified ranked set sampling, for the h™ stratum of the population, first choose r, independent samples each of size r, h=1,
2, ... ,L. Rank each sample, and use RSS scheme to obtain L independent RSS samples of size r one from each stratum.
Let +0, o, +r =r- This complete one cycle of stratified ranked set sample. The cycle may be repeated m times until n =

mr elements have been obtained. A modification of the above procedure is suggested here to be used for the estimation of the ratio

using stratified ranked set sample. For the h™ stratum, first choose r, independent samples each of size r, of independent bivariate

elements from the h™ subpopulation, h =1, 2, .. ., L. Rank each sample with respect to one of the variables say Y or X. Then use the

RSS sampling scheme to obtain L independent RSS samples of size r, one from each stratum. This complete one cycle of stratified

ranked set sample. The cycle may be repeated m times until n = mr bivariate elements have been obtained. We will use the following
notation for the stratified ranked set sample when the ranking is on the variable X. For the k™ cycle and the h™ stratum, the SRSS is

denoted by
H -th
{(Yh[l]k , Xh(l)k)(Yh[z]k ) xh(z)k)i ---------- (Yh[rh]k ) xh(rh)k) k=12,..m;h :1’2’---|—}’ where Yh[i]k Isthe i

Judgment ordering in the i" set for the study variable and X . is the i" order statistic in the i" set for the auxiliary variable.
|

The combined ratio and product estimator of population mean Y given by Samawi and Siam (2003) and Bouza (2008) using

stratified ranked set sampling are respectively, defined as
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_ _ X (2.1)
Yrsrss = Yisrssy| =
X(SRsS)
;/ _ )—/ )_((SRSS) (2.2)
P,SRSS [SRSS] _X
where _ and

L _ Lo
Yisrss) = 2 Wh Y ] X(srss) = ZWh Xh(r)
h=1 h=1

To the first degree of approximation the mean squared error (MSE) of the estimators |,

and |, are respectively given
yR,SRSS yP,SRSS
by
MSE(;, = Lwel rh T (2.3)
R,SRSS h 2 202 g2/ m 2
N {Syh +R th _ZRsxhyh }_Y _Z(Dyh[i] - th(i))
= n, = |
MSE( y = Lowel f, 1 (2.4)
P,SRSS h 2 202 2] m 2
= {Syn +R7S, +2RS, }_Y {n_zl:(Dyh[i] + thm) }
=1y | h i= |
h = , 2, d .. H Id also like t ind that
whnhere nh — mrh , ~ Tyh[i] Dz ~ Tfh(i) an D - o TXh(')Yh['] ere we wou also lIke 1o remin a
yalil — ?2 X (i) — Yz X (D) ya[i] VY
Y _ v and _ kva v where — 1,
Ta) = M,y = X Tyt = My — Y n Tyl = (B iy = X0) (2,1 =Y'h) H iy = EDy ]

Hy iy = E[yh(')]' Yh and ?h are the means of the pth stratum for variables X and Y respectively.
Ynll !
Proposed Estimators based on SRSS

Motivated by Kadilar and Cingi (2003), we suggest ratio-type estimator for V using stratified ranked set sampling, when the

population coefficient of variation of auxiliary variable ¢ is known as follows-
X

B ZL:Wh (Yh +th ) G4

_ h=1
Yumise = y[SRSS] L

ZWh ()_(h(rh) + th )
h-1

where

_ L _ and _ L _ .
Yisrsst = 22 Wh Yin X(sRss) = th Xh(r)
= hel
To obtain bi d MSE of |, , t 3 v dy, Y that — -0.
oobinbias AT MSE Of 3 Wepl T (115 B ¥ = KL )0 1 E(5,) = E(6) =0
Now

V(8,) = E(57) = Vtsrss)

|
=
| I
i
=
3
jﬂ H
s
1
=n
2|3
(\]
§l\>
LE
|
M-
E
ye
|
3
=n
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TGOS S WSy, mey
XY n S % (D) ynli]

Further to validate first degree of approximation, we assume that the sample size is large enough to get |5 | and |5 | as small so that
0 1

the terms involving S, and or S5, in a degree greater than two will be negligible

Bias and MSE of the estimator -, y to the first degree of approximation are respectively given by
strMM1

B( 9strMM1 ): E( 9strMM1 )-Y

TY(L+ 8L+ 4,8,) " e W, X

ﬂq: - h=1_
ZWh(Xh +th)

Here 7,
ystrMMl

ECY ) =YL+ LE(S?) = LE(5,6,)] PEAUSe E(S,) = E(5,) =0

Now
(Using Taylor series expansion, where 0(51) with power more than 2 are neglected for large power of s .)
:>B(§, )= L 2f 202 ] (3.2)
smmt o W2 | A4S, A4S L J ( h
Y " —Xh ———=h 21 Dx i /11 Dx i) yp[i
é nh 1 X2 XY ; nh 1 Z n (i) ; n (D ynlil
Now MSE( 3_/strMM1) = E( ;/strMMl _?)2
Y CE[62 + 2257 —24,6,5,
:_2 L W 2 S L m Iy L «
Y Z : ZDV [i] Z ZDX (1) Z _hﬁ __Z X (D) Yyl
h= My Y nh =l h=1 nh iz h=1 N, = ne
MSE( 9 ): L 2 2 r
sruM1. =2 W, S ! 218 Xh | ma )
Y Z_h —_y2 21'1 : Z( yh[i] _jiDXh(i))
h=t Ny nh =)
MSE(y_ )= L2 o (m & (33)
trMM1 h 2 21202
) e K|:{SYh +R ilsxh - ZRX'-'-SXth }_Y {EZJ;( Yulil ilDXh(l)) }:|

Adapting the estimators in (1.3), given by Kadilar and Cingi (2003), we suggest the new ratio estimator in stratified ranked set

sampling is as follows
34)

) ZW (Xn+ (%)

Ysimmz = Yisrss L

th (Xh(rh) + Bon (X))

can be found as follows-

The Bias and MSE of 7,
ystrMMZ

B( ystrMMZ): E( 9strMM2)_Y
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Here 7, Y oz V(1+50)(1+/1251)71,Where ZL:
Ay = h=1
th (X h + Ban (X))
h=1

Now — E(y . )=Y[l+ 2ES?)- 4LE(S,5,)] PEAUCE(S,)=E(S)=0

B(y )= .
= B( Y strmmz ?[iwhz J/lg_Sth _ ﬂz_sx_“y“ } W { [/122 Dx (i) ﬂzz Dyiry [i]JH
=

h=1 nh l X XY h=1 nh

(3.9)

Now MSE( 9strMM2) - E( ystrMMZ _?)2

TYCE[52 + 267 —24,5,8,]

TR nE R

3 W2 XhYh
ZDXhU) ZZ_ W__Z X (1) Yn[il

b Ny, N, = My i1 s
MSE( 9 ): B L S /1282 S h
SrMM2 YZZW I 2 2], —mZ(Dmi] _’Iszha))z
“n |y X XY n, =

MSE( ;,SUMMZ) = (3.6)

2 h
ZL:VL{{S; +R2A2S2 ~2RA,S, }—VZ{?Z(DM] -2, thm)ZH

h=1 Ny ]

Motivated by Kadilar and Cingi (2003), we suggest the ratio —type estimators based on Upadhyaya and Singh (1999) considered

both coefficients of variation and Kurtosis in stratified ranked set sampling as

(3.7)
) ) ZW (XuC, + B ()
ystrMMS y[SRSS] |_
> W, (Xn)C,, + Bon (0))
h=1
L - (3.8)
W [a(n)e, + )
_ h=1
Ystrmma = y[SRSS] L .
Z\Nh (X thh + Ban (X))
The Bias and MSE of 7, can be found as follows-
ystrMMS

B( 9StrMM3 ): E( g’strMM3 )_Y

Here 'y Y strmms ?(1+50)(1+7/151)—1,Where ZL:WthCX
_ het "
71 = L -
D W, (XnC, + B0 (X))
het
Now (ystrMMa) Y[1+7/ E(52)— 71E(55)] because E (5,) = E(5,) =0

= B(Y e ™ {iwf | 7585_7&“}_2% ( PRINOLE ”JH :
s % i Xy (1) yp [
i=1

Ny l x> XY | &=n, lnh —
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Now MSE( 9strMM3) - E( ystrMMS _?)2

TYE[s? + 252 - 21,8,5,]

:—2 I‘WZ S
PR eI s
h=1 'Ih h i=1l

ZDW)} 2}/12 {&__z thyhm}]

b= Ny nhl—l b= N N, =t
MSE(y )= | 52 ,2g2 S :
strMM3 =2 71 9 X m >
Y 2K gy WL NY Dy D
le n, H < b4l XY} n, IZzll( ylil ~ 71 xh(l))
MSE( ;/ ) = L 2 [ 2 (310)
strMM3 W 2 2 242 Sl my 2
Z_nh {Syh RS, 2R7lsxhyh} Y{n_Z(Dyh[i] ‘71th(i)) }
h=1 h h i=1l
The Bias and MSE of 7, can be found as follows-
ystrMM4

B( B_/strMM4): E( B_/StrMW -y
Y strmma ?(14— )L+ 7,8,) where ZL:

7/2: L -t
Z hC +ﬁ2h(x))

Here 7, _
W, XiC

Now E( 9strMM4) = V[1"' 72E(5051)] . because E(50) - E(51) =0

=B(y )= [ w?2 (S fn .
ystrMM4 Y{Z\N_hyz{ %31 _ZDXh(i)yh[i] }:|

ho Ny i-1

Now MSE( 95trMM4) - E( ystrMM4 _?)2

= —2
Y E[52 + 7267 +27,5,6,]

:_2 LW2 LWZ
Y D2 . b+
D

b= Ny

ZDXh(I)}_'_Z}/Zth:n {ﬂ__z Xh(l)yh[l]}]

h =) h i=1
MSE( y =_ Lwel(s?2 252 .
strtuma” =2 W S 725, S, ms 7
YO T ot =+ 2= —— > Dy +7:Dy
2, HY R [y & Ot 7P
MSE(y_ )% L2 S m R
strMM4 Wy {Sj +R272232 2R7/28Xy} Y{EZ(Dy i + 72Dy (i))z}
h=x Ny " i N, iz ' h

Ratio-Cum-Product estimators in Stratified Ranked Set Sampling

Adapting the estimators in (1.7), given by Singh et al. (2005) and utilizing the information on co-efficient of variation C  and co-
X

efficient of  kurtosis B, (x) of the auxiliary variable, we propose maodified ratio-cum-product estimator of population mean using

Stratified ranked set sampling as
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L - L . (4.1)

. ) W, (XnC, + S (%)) > W, (XniC,. + Bon (X))
Y MM srss = Y spssy| ::1 +(1-a) hz&

Z\Nh (Xh(rh)th + Bon (X)) th (X hcxh + Bon (X))

h=1 h=1
Where & is a suitably chosen scalar. It is to be noted that for & =1 and & =0, A reduces to the estimators 7, and

Y v srss Y strmms
respectively.
ystrMM4
Bias and MSE of the estimator A to the first degree of approximation are respectively given by
Y MM, sRss
B( A )=E( A )Y
Y MM srss Y MM srss

Expressing the estimator A in terms of 5, and 5, we get

Y MM, sRrss
A =v -1 _ , Where L _
Vo Y@ E)a4,8)7 + L- )1+ ,8)] SW, X.C,

tus = L =
D W, (XnC, + B, (X))
h=1

YV (+8)|a-t,8, +1257) + A—a)1+1,5,)]
Taking expectation of both sides, we get

E( V=YL +t,E(6,6) + AtZE(S?) — 204, E(6,5,)]

MM ,SRSS

[using E(5,) = E(6,) =01

Now B( o = e (4.2)
Y MM srss an_h ot?, { z D? (.)}"' (1-2a)t, { XY __Z xh(l)yh[ll}
h=t M

N, = N, =

and
MSE( A )= E(A —Y)?

Y MM, srss Y MM, srss

“YE[s, + Q- 2a)t,.5, ]

TYE[S? + (- 20)°1267 + 25,5, 2a)t,. |

ht Ny N, =

L 2 SZ 82 S h
Yzzvili{?—yzh+(l—2a)2tj‘s X*h+2(1 2a)t,, X\y(} mZ( Dy +@- Za)tUSDm.))z}

= MSE( A )=

MM ,SRSS

L

’ _ h (4.3)
ZV:—“{{S 2 4 (1-2a)?RM2S? +2(1-2a)t, RS, |-V Z{an(Dyhm +(L-2a)t,D,  f H
h

h=1 h i=1

Optimality of &

The optimum values of & to minimize the MSE’s of A can easily be found as follows
Y MM sRss
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0
oa
i L W2 thh m Th ]
Zih 2 szh(i)yh[i]
1 ha Np | XY n, =1
:>a=§ 1+ w2 (s
W X m
1:us —n —h - Df i

Efficiency Comparison
On comparing (1.11), (1.12), (1.13), (1.14), and (1.16) with (3.3), (3.6), (3.10), (3.12) and (4.3) respectively, we obtained

Y MSE( glstSD) — MSE( 3_/str|v||v|1) - A0 where A= VZ

Th

L W2
Z_hmZ(Dyh[i] - lleh(i))z

h=1 Ny Ny =

= MSE( ystSD) > MSE( g,strMMl)

2) MSE( g,stSK) - MSE(B_/ )= A, >0, Where A =

strMM2

_, L W2 m Th
YZZ_h_Z(DYh[i] _12 DXh(i))2

hmx N

=
>
=
Il
LN

= MSE( 9StSK) = MSE( 9strMM2)

3 MSE( ;/stU81) _MSE( 9strMM3): A3 20 wnere A3: ?2 y th ms

Z_ Z(Dyh[i] _71th(i))2

hr Ny Ny o

=>MSE(y ) >MSE(y )

4) MSE( ;,Stusz) — MSE( gstrMM4)= A, >0, where A = W2 m &

DN WIS

L
b= Ny Ny =

=>MSE(y  )=MSE(y )

5) MSE( A )—MSE( A =A >0;
Y M ssrs Y MM, srss
where A5=—2 L \W.2 m &
Y Z_h_Z(Dyh[i] +(1- 20‘)tusth(i))z

P | PR | Py

= MSE( A ) > MSE( A )

M ,SSRS MM, SRSS
It is easily seen that the MSE of the suggested estimators given in (3.1), (3.4), (3.7), (3.8) and (4.1) are always smaller than the
estimator given in (1.3),(1.4), (1.5), (1.6) and (1.8) respectively, because AA A A, and A, all are non-negative values. As a

result, show that the various proposed ratio type, product type and ratio-cum-product estimators 7,

ystrMMl, ystrMMZ ' ystrMMS

and for the population mean using SRSS are more efficient than the corresponding usual estimators of stratified

’9 A
strMM4 Y MM ,sRss

sampling.
Numerical Example
To compare efficiencies of various estimators of our study, here we take a Stratified population with 3 strata of sizes 12,30 & 17

respectively of page 1119(Appendix) from the book entitled “Advanced Sampling Theory with Applications”, Vol.2 , by Sarjinder
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V.L.Mandowara et al./ Elixir Statistics 67 (2014) 21486-21496

countries during 1998, where Y is production (study variable) in metric tons and X is area (auxiliary variable) in hectares.

For the above population, the parameters are summarized as below:;

For total population, N =59. ¥ = 76485.42" X = 26942.29°
Stratum-1 Stratum-2 Stratum-3
N, =12 N, =30 N, =17
n =9 n, =15 n, =12
W, =0.2034 W, =0.5085 W, =0.2881
X1 =5987.83 X, =11682.73 X3 = 68662.29
Y. =11788 Y, =16862.27 Y3 =227371.53

Sx21 =27842810.5

SXZ2 = 760238523

Sf3 =12187889050

S =153854583

S 52 = 2049296094

Sjs = 372428238550

S,, =62846173.1

Sy.x, =1190767859

S,., = 27342963562

YoX;
C, =0.8812 C, =2.3601 C, =1.6079
£,.(X) =1.8733 £,,(x) =10.7527 3,,(X) =8.935
R, =1.97 R, =1.44 R, =3.31

We took ranked set samples of sizes rL=3 r,=5 & r, =4 from stratum 1%, 2" and 3" respectively. Further each ranked

set sample from each stratum were repeated with number of cycles m =3 . So that sample sizes of stratified ranked set samples are

equivalent to stratified simple random samples with n, (= mrh) for the pth stratum, h=1,2 3.

The estimated relative efficiencies of various proposed Stratified ranked set estimators in comparison with corresponding

Stratified SRS estimators are as shown in the next table:

Variances of  various - - A
Stratified SRS estimators Ysiso Ysisk Ystus1 Ystus2 Y M ssrs
2245878377 2245739510 2245816148 4863538453 2158910787
Variances of | — — — — A
corresponding  proposed | Y ;-\ Y srmm2 Y srmms Ystrmma Y MM SRss
Stratified ranked  set '
sampling estimators 1938091889 1938094290 1938095047 3822937792 1605469167
Relative Efficiencies i
o Ve STHCIENCEs ) 495 809 115.8736 115.8775 127.2199 134.4723

In the table above, we see that the proposed Stratified ranked set estimators are more efficient than corresponding Stratified SRS
estimators.
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