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Introduction 

From many years ago, summability of the series has been studied by many authors (for example see, Prasad [10], Bhatt [1], 

Srivastava [13], Pathan [8] ). Here, we make an interest of this subject to derive generalized Bosanquet and Kestleman convergence 

theorem [2] due to Kumar and Yadav [5], and then use it to obtain the approximation formula of the series involving a set of 

polynomials. Again we use this approximation formula to find out the known and unknown generating functions. 

In this research work we consider following formulae: 

The two dimensional gamma density function is defined by (see, Jain [3])  
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and   ( )  ( )     is the gamma function. 

Otherwise,  (   )                                                                                                                                                (1) 

For other properties of beta and gamma functions see Rainville (11). 

Then, the distribution    with respect to two dimensional gamma density function defined in Eqn. (1) is given by (see Kanwal [4], p. 

391) 

    (   )                                                                                                                                                             (2) 

The generalization of Bosanquet and Kestleman convergence theorem [2] is presented by (also see, Kumar and Yadav [5], and Kumar, 

Pathan and Srivastava [6]): 

Suppose that (       )  is a k-dimensional random variable with density  (       )  and the sequence of functions   (       )  

is measurable in the region           ,         (             )   and if  
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Then, ∑ |  (       )|
 
                                                                               (4)  

Here, every (       )      (   is set of real numbers) and    is absolutely constant. 

The expectation of function  (   ) due to gamma distribution  (   ), defined in Eqn. (1), is given by (see, Kanwal [4]) 

〈 (   )〉  ∫  (   ) (   )                 
  

                                                                           (5) 

In our investigations, we define a set of polynomials 
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Main Theorems 

Theorem 1  
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           ( ) is other set of polynomials defined by 
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Proof: Make an appeal to the Eqns. (1), (5) and (6), we get the expectation 
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Now in right hand side of Eqn. (8) use the integral formula due to Jain [3] (see also, Srivastava and Manocha [16, p. 252]), we 

obtain the result (7). 

Theorem 2 

If                ( )      (  )      (       )                   ,  and then for | |     

and for the two dimensional gamma density function given in Eqn. (1),  a series involving a set of polynomials defined in (6) is 

summable and has the approximation formula (this theorem is the generalization of the Bosanquet and Kestleman theorem [2]) 
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Proof: Make an appeal to the Theorem 1, and we have 
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Now in right hand side of series (10) set    ( )   (   )     ( )    and apply the result due to Polya and Szego [9, p. 349, 

Problem 216] with  ( )  ∑    
        

   
 we get 
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Then, apply the definitions (1), (5) and (6) in Eqn. (11), that may be written by 
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Now, in Eqn. (12) set 
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and then for | |   and the two dimensional gamma density function given in Eqn. (1), there exists an equality 
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The Eqn. (13) implies an inequality given by 
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Again, the inequality (14a) on application of the theorem for integration of series of positive terms (see, Natanson, [7]) and with help 

of Eqns. (3) and (4) gives a result equivalent to generalized Bosanquet and Kestleman convergence theorem due to Kumar and  Yadav 

[5] in the form 

   
   

|[ (    ) (       )( )        
]
  

∫ ∫    (   )         (   ) 
 
*  (     )   (   )+    

 

 

 

 
|
  

    
   

|[ (    ) (       )( )        
]
  

| ∫ ∫ |   (   )         (   ) 
 
||*  (     )   (   )+||    |

 

 

 

 

  

     

If     
   

|*  (     )   (   )+|                                                                                                                                   (14b) 

Then, from the result (14b) with above definitions of  (   ) and    (     ), we find the result of theorem 2. 

Applications 

In this section, we apply following Lebesgue convergence theorem to obtain generating functions: 

Theorem 3.  From the inequality given in Eqn. (9), there exists a generating function 
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and then apply Lebesgue convergence theorem with distribution    given in Eqn. (2), we get the generating function  
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Then use Eqns. (2) and (7) in that of (16), we get the result (15). 

Special Cases 

In theorem 3 set                        
  

  
   it becomes a result equivalent to Srivastava and Manocha [16, theorem 

2, p.359].                                                                                                  (17) 

Again set 
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Again then, put      in theorem 3, we get the quadratic equation    (  
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and therefore we find a generating function equivalent to the Srivastava and Buschman [15, p. 363]  
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Now, in Eqns. (19) and (20), put                      , again replace         , we get the generating function 

studied by Shively [12, p. 55, Eqn. (48)] (see also Rainville [11, p. 298, Eqn. (5)] in the form 
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Therefore, we find another form of generating function equivalent to the Srivastavaand Buschman [15, p. 363]  
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Annexure-1 

On Dated 16 May 2014, I have sent this published paper titled: “Approximation of Summation Formula of the Series Involving a 

Set of Polynomials and its Applications” Hemant Kumar/ Elixir Adv. Pure Math. 70C (2014) 24188-24192 to Professor M. A. 

Pathan, Centre for Mathematical Sciences, Pala Campus Arunapuram, P. O. Pala-686574, Kerala India, , for further reviewing. He 

raises a question in definition of a set of polynomials (Eqn. 6) given by 
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 that why you consider three parameters in addition in gamma function 

 (             (   ) ) that is        , it may be taken as one parameter.  

I clarify him by giving an example of permutation and further analyse him that by this process we obtain many ways to find out 

our same results. Also, I clear that in Eqns. (17)-(23) of this paper, it is taken by            as a one parameter and again 

express beauty of this work that for getting 12 ways our same results, we have to take                                

                 

I am very thankful to Prof. Pathan to get a chance for clarifying of this work and then add its further applications in permutation 

and probability theory. 
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Example:  

(See, Generating Functions in the site, http://www.mathdb.org/ notes_download/elementary/algebra/ae_A11.pdf (p. 10)) 

If the equation a + b + c = 6, is such that it satisfies                      then this equation has 12 integer solutions.                                                                                                                                                                                     

                                                                                                                                                                                              (24) 

Solution: Since         the variable   contributes a term              , to the generating function. Similarly, each   and 

   contributes a term             . Hence the generating function is  
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  (             )(   )    (             )(   )   . 

In this generating function, the coefficient of     is 12. Hence it has 12 ways to get integral solution. 

                                                                                                                                                                                              (25) 

Analysis: 

By above concept, in Eqn. (17) if we put                                                          

               
  

  
   we may find 12 ways equivalent result to Srivastava and Manocha [16, theorem 2, p.359].      

Further if we put in Eqn. (18)                                                               
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  we get 12 ways following equality 
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Similarly, by putting                                                 in Eqns. (19)-(23), we obtain our results as 

same as 12 ways. 

Other beautiful results of permutation may be found by putting different values of   and with other restrictions of            in our 

results and they may be used in probability theory also.                                                

                                

 

  
 

 


