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Introduction 

 Mobile ad hoc networks consist of wireless mobile hosts 

that communicate with each other, in the absence of a fixed 

infrastructure. Routes between two hosts in a Mobile Ad hoc 

network (MANET) may consist   of hops through other hosts in 

the network. Host mobility can cause frequent unpredictable 

topology changes. Therefore, the task of finding and 

maintaining routes in MANET is nontrivial. Many protocols 

have been proposed for mobile ad hoc networks, with the goal 

of achieving efficient routing.  

        These algorithms differ in the approach used for searching 

a new route and/or modifying a known route, when hosts move. 

The main challenge in design of these networks is their 

vulnerability to security attacks and DSR (Dynamic Source 

Routing). The Location Aided Routing protocol uses location 

information to reduce routing overhead of the ad-hoc network! 

Normally the LAR protocol uses the GPS (Global Positioning 

System) to get these location information’s. With the availability 

of GPS, the mobile hosts knows there physical location. 

Background 

 A area based routing is a collection of mobile nodes that are 

dynamically and arbitrarily located in such a manner that the 

interconnections between nodes are capable of changing on a 

continual basis. The primary goal of this routing is correct and 

efficient route establishment between a pair of nodes so that 

messages may be delivered in a timely manner. LAR is an on-

demand protocol who is based on the DSR (Dynamic Source 

Routing). Using some of the best cryptographic schemes, such 

as threshold cryptography, to build a highly secure and highly 

available key management service, this forms the core of our 

security framework. 

 To improve the performance, it is necessary to implement 

the route discovery protocol based on flooding can be improved. 

When a node S needs to find a route node D. node S broadcasts 

a route request message to all its neighbors – hereafter. Node S 

will be referred to as the sender and node D as the destination. 

 A node, say X on receiving a route request message, 

compares the desired destination with its own identifier. If there 

is match, it means that the request is for a route itself (i.e., node 

X). Otherwise, node X broad casts the request its neighbors – to 

avoid redundant transmission of route requests, a  node X only 

broadcasts a particular route request once (repeated reception of 

a route request is detected using sequence numbers). Figure 1 

illustrates this algorithm. In this figure, node S needs to 

determine a route to node D. Therefore, node S broadcasts a 

route request to its neighbors. 

Route Discovery Using Flooding 

 When nodes B and C receive the route request, they forward 

it to all their neighbors. When node X receives the route request 

from B, it forwards the request to its neighbors. However, when 

node X receives the same route request from C, node X simply 

discards the route request. 

 
Figure 1: Illustration of Flooding 

 As the route request is propagated to various nodes, the path 

followed by the request is included in the route request packet. 

Using the above flooding algorithm, provided that the intended 

destination is reachable from the sender, the destination should 

eventually receive a route request message. On receiving the 
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route request, the destination responds by sending a route reply 

message to the sender – the route reply message follows a path 

that is obtained by reversing the path followed by the route 

request received by D (the route request message includes the 

path traversed by the request). It is possible that the destination 

will not receive a route request message (for instance, when it is 

unreachable from the sender or route requests are lost due to 

transmission errors). In such cases, the sender needs to be able 

to re-initiate route discovery.  

 Therefore, when a sender initiates route discovery, it sets a 

timeout. If during the timeout interval, a route reply is not 

received, then a new route discovery is initiated (the route 

request messages for this route discovery will use a different 

sequence number than the previous route discovery – recall that 

sequence numbers are useful to detect multiple receptions of the 

same route request).  

 Timeout may occur if the destination does not receive a 

route request, or if the route reply message from the destination 

is lost. 

Location Information 

 The proposed approach is termed Location-Aided Routing 

(LAR), as it makes use of location information to reduce routing 

overhead. Location information used in the LAR protocol may 

be provided by the Global Positioning System (GPS). With the 

availability of GPS, it is possible for a mobile host to know its 

physical location. In reality, position information provided by 

GPS includes some amount of error, which is the difference 

between GPS-calculated coordinates and the real coordinates. 

For instance, NAVSTAR Global Positioning System has 

positional accuracy of about 50-100 meters and Differential 

GPS offers accuracies of a few meters. We assume that each 

host knows its current location precisely (i.e., no error). 

Expected Zone and Request Zone 

Expected Zone 

 Consider a node S that needs to find a route to node D. 

Assume that node S knows that node D was at location L at time 

t0 and that the current time is t1. Then, the “expected zone” of 

node D, from the viewpoint of node S at time t1, is the region 

that node S expects to contain node D at time t1. Node S can 

determine the expected zone based on the knowledge that node 

D was at location L at time t0. For instance, if node S knows 

that node D travels with average speed v, then S may assume 

that the expected zone is the circular region of radius v(t1 – t0), 

centered at location L (see Figure 2(a)).  

 If actual speed happens to be larger than the average, then 

the destination may actually be outside the expected zone at 

time t1. 

 
 Thus, the expected zone is only an estimate made by node S 

to determine a region that potentially contains D at time t1. If 

node S does not know a previous location of node D, then node 

S cannot reasonably determine the expected zone – in this case, 

the entire region that may potentially be occupied by the ad hoc 

network is assumed to be the expected zone. 

 In this case, our algorithm reduces to the basic flooding 

algorithm. For instance, if S knows that destination D is moving 

north, then the circular expected zone in Figure 2(a) can be 

reduced to a semi-circle, as in Figure 2(b). 

Request Zone 

 Consider the node S that needs to determine a route to node 

D. The proposed LAR algorithms use flooding with one 

modification. Node S defines (implicitly or explicitly) a request 

zone for the route request. A node forwards a route request only 

if it belongs to the request zone. To increase the probability that 

the route request will reach node D, the request zone should 

include the expected zone additionally, the request zone may 

also include other regions around the request zone. 

 There are two reasons for this: when the expected zone does 

not include host S, a path from host S to host D must include 

hosts outside the expected zone. Therefore, additional region 

must be included in the request zone, so that S and D both 

belong to the request zone (for instance, as shown in Figure 

3(a)).The request zone in Figure 3(a) includes the expected zone 

from Figure 2(a). Is this an adequate request zone? In the 

example in Figure 3(b), all paths from S to D include hosts that 

are outside the request zone. Thus, there is no guarantee that a 

path can be found consisting only of the hosts in a chosen 

request zone. Therefore, if a route is not discovered within a 

suitable timeout period, our protocol allows S to initiate a new 

route discovery with an expanded request zone – in our 

simulations, the expanded zone includes the entire network 

space. In this event, however, the latency in determining the 

route to D will be longer (as more than one round of route 

request propagation will be needed). Note that the probability of 

finding a path (in the first attempt) can be increased by 

increasing the size of the initial request zone (for instance, see 

Figure 3(c)). However, route discovery overhead also increases 

with the size of the request zone. Thus, there exists a trade-off 

between latency of route determination and the message 

overhead. 

LAR Scheme1 

 Our first scheme uses a request zone that is rectangular in 

shape (refer to Figure 4).Assume that node S knows that node D 

was at location (Xd, Yd) at time t0. At time t1, node S initiates a 

new route discovery for destination D. We assume that node S 

also knows the average speed v with which D can move. Using 

this, node S defines the expected zone at time t_ to be the circle 

of radius R=v (t1 – t0) centered at location (Xd, Yd). 

LAR Scheme2 

 In LAR scheme 1, source S explicitly specifies the request 

zone in its route request message. In scheme 2, node S includes 

two pieces of information with its route request:Assume that 

node S knows the location (Xd , Yd) of node D at some time t0 - 

the time at which route discovery is initiated by node S is t1, 

where t1  >  t0. Node S calculates its distance from location (Xd, 

Yd), denoted as DISTs, and includes this distance with the route 

request message. The coordinates (Xd, Yd) are also included 

with the route request. 
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Error in Location Estimate 

 We assume that each node knows its own location 

accurately. However, in reality there may be some error in the 

estimated location. Let e denote the maximum error in the 

coordinates estimated by a node. Thus, if a node N believes that 

it is at location (Xn, Yn), and then the actual location of node N 

may be anywhere in the circle of radius e centered at (Xn, Yn). 

In the above LAR schemes, we assume that node S obtained the 

location (Xd, Yd) of node D at time t0, from node D (perhaps in 

the route reply message during the previous route discovery).  

Thus, node S does not know the actual location of node D at 

time t0 - the actual location is somewhere in the circle of radius 

e centered at (Xd, Yd). 

 To take the location error e into account, we modify LAR 

scheme 1 so that the expected zone is now a circle of radius e + 

v (t1 –t1). The request zone may now be bigger, as it must 

include the larger request zone. Apart from this, no other change 

is needed in the algorithm. As the request zone size increases 

with e, the routing overhead may be larger for large e. We make 

no modifications to LAR scheme 2, even when location error e 

is non-zero. However, the performance of scheme 2 may 

degrade with large location error, because with larger e, there is 

a higher chance that the request zone used by the scheme will 

not include a path to the destination (resulting in a timeout and 

another route discovery). 

Propagation of Location and speed information 

 Initially, in ad hoc network environments, a node may not 

know the physical location (either current or old) of other hosts. 

However, as time progress, each node can get location 

information for many hosts either as a result of its own route 

discovery or as a result of message forwarding for another 

node’s route discovery. For instance, if node S includes its 

current location in the route request message, and if node D 

includes its current location in the route reply message, then 

each node receiving these messages can know the locations of 

nodes S and D, respectively. In general, location information 

may be propagated by piggybacking it on any packet. Similarly, 

a node may propagate to other nodes its average speed (over a 

recent interval of time) information. In our simulations, we 

assume that average speed is constant and known to all nodes. In 

practice, the average speed could be time-variant. 

Local Search 

 In our protocol, any intermediate node I detecting routing 

failure (due to a broken link) inform the source node S by 

sending a route error packet (see Figure 12(a)). Then, S initiates 

a new route discovery (using a request zone), to find a path to 

the destination D. As we have already seen, if we use location 

information, routing messages can be reduced by limiting 

propagation of route request packets to the request zone 

determined (implicitly or explicitly) by node S, as shown in 

Figure 12(b). Figure 12(c) shows how this scheme may be 

improved to reduce the size of request zone as well as latency of 

route re-determination for node D.  

 This can be done by allowing any intermediate node I 

detecting route error to initiate a route discovery using a request 

zone based on its own location information for node D. Such a 

local search may result in a smaller request zone (as shown in 

Figure 12(c)) because node I may be closer to D than S. Smaller 

request zone could reduce routing overhead. The time to find the 

new path to D may also be reduced, as a smaller request zone is 

searched. 

 
Conclusion and Future work 

         This paper depicts how area data may be utilized to 

diminish the directing overhead in specially appointed systems. 

We show two area supported directing (LAR) conventions. 

These conventions restrict the quest for a course to the purported 

appeal zone, decided focused around the normal area of the end 

of the line hub at the time of course disclosure. Reenactment 

outcomes demonstrate that utilizing area data comes about 

within altogether lower steering overhead, as contrasted with a 

calculation that does not utilize area data.  

        We likewise recommend a few advancements that can 

enhance the execution of proposed LAR plans. Further work is 

obliged to assess viability of these improvements, and likewise 

to create different methods for utilizing area data as a part of 

specially appointed systems. 
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