
V. Purushothama Raju and G.P. Saradhi Varma/ Elixir Comp. Engg. 76 (2014) 28702-28704 

 
28702 

Introduction 

  Data mining has become an important subject and attracted 

the researchers in recent years due to the availability of large 

amounts of data and the need for converting such data into 

useful knowledge. Sequential pattern mining was first 

introduced by R. Agrawal and R. Srikanth in [1].  It aims at 

discovering frequent subsequences as patterns in a sequence 

database. Since then, sequential pattern mining has become an 

important data mining task.  

 Sequential pattern mining algorithms are mainly classified 

into Apriori based methods and Pattern growth methods. Apriori 

based methods require frequent scans of database, generation of 

candidate sequences and testing. Pattern growth based methods 

eliminate the above problems and operate on projected database 

which minimizes the search space. 

 Sequential pattern mining algorithms are inefficient at 

mining long sequences. Long sequences generate exponential 

number of sub sequences, for example a long frequent sequence 

{(x1)(x2)….(x50)} will generate 2
50

 -1 subsequences.  Closed 

sequential pattern mining was proposed to overcome the 

limitations of sequential pattern mining algorithms.  Closed 

sequential pattern mining produces more compact result set than 

sequential pattern mining and also offers better efficiency for 

mining long sequences. Closed sequential pattern mining 

requires subsequence testing which is more difficult than subset 

testing of closed itemsets. Only a few algorithms were proposed 

for mining closed sequential patterns, this is due to the 

complexity of the problem. 

 There are two approaches for mining closed sequential 

patterns. The first approach is greedily finding the final closed 

sequential patterns and the second approach is to generate closed 

sequential pattern candidate set and to do post pruning on it. 

Closed sequential pattern mining has a large number of 

applications in different domains. The major applications are 

mining customer shopping sequences, mining biological 

sequences, mining web click streams, target marketing, 

personalization systems and web recommender systems. 

 In this paper, we propose an efficient algorithm CSPgrow to 

find out closed sequential patterns. To improve the performance, 

we developed an Extension Checking pruning method. The 

results show that the proposed algorithm CSPgrow can find 

closed sequential patterns efficiently and outperforms ClaSP[2]. 

The rest of this paper is organized as follows. Section 2 

discusses the related work. Section 3 presents the problem 

definition. Section 4 presents the proposed method. Section 5 

reports the performance evaluation. Finally, we conclude the 

work in Section 6. 

Related work 

 Closed sequential pattern mining is related to sequential 

pattern mining and closed itemset mining. Sequential pattern 

mining is used to find the complete set of frequent sequences in 

a sequential database. Sequential pattern mining was first 

proposed by R. Agrawal and R. Srikanth in [1]. The same 

authors also proposed a generalized algorithm for sequential 

pattern mining GSP [3] to reduce the search space for finding 

frequent sequences. 

 Later efficient algorithms such as SPADE [4], PrefixSpan 

[5] and SPAM [6] were developed to improve the efficiency of 

sequential pattern mining in terms of time and space complexity. 

SPADE adopts breadth-first search where as PrefixSpan and 

SPAM adopt depth-first search. SPADE uses vertical data 

format and mines the sequential patterns through a simple join 

on id-lists.  PrefixSpan uses horizontal data format and 

generates the sequential patterns with the pattern growth 

paradigm. SPAM uses vertical bitmap representation and it runs 

faster than PrefixSpan and SPADE. But, SPAM consumes more 

memory space than the other two methods. 

 Closed itemset mining was proposed to mine closed 

itemsets without any supersets with the same support. Closed 

itemset mining can lead to orders of magnitude smaller result set 

than frequent itemset mining  while retaining the completeness 

i.e., from this concise result set, it is straightforward to generate 

all the frequent itemsets with accurate support counts. Closed 

item set mining algorithms like CLOSET[7] and CHARM [8] 

adopt space efficient depth first search. CLOSET adopts a 

compressed database representation called FP-tree to mine 

closed itemsets. CHARM adopts a compact vertical tid list 

structure called diffset to mine closed itemsets.  
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 CLOSET+[9] combines the merits of the previously 

developed effective strategies and  new concepts such as item 

skipping technique and efficient subset-checking scheme. 

TFP[10] generates top-k frequent closed itemsets.  It  employs a 

mixed top-down and bottom-up FP-Tree traversing strategy, a 

novel closed itemset checking method, a fast two level hash-

indexed result tree and a set of  pruning techniques to speed up 

the mining. In most cases, it outperforms CHARM and 

CLOSET+ even when they are executed with the best tuned 

minimum support. 

In recent years, some research has started to focus on closed 

sequential pattern mining. There are only two popular 

algorithms CloSpan [11] and BIDE [12] in closed sequential 

pattern mining. CloSpan produces a candidate set for closed 

sequential patterns and performs post pruning on it.  CloSpan 

requires more storage to store the closed sequence candidates 

when mining long patterns or the support threshold is low and it 

offers poor scalability. BIDE adopts the framework of 

PrefixSpan and uses BackScan pruning method to stop growing 

redundant patterns. BIDE is a computational intensive approach. 

Further works have also focused on domain specific challenges, 

such as mining the top-k closed sequential patterns [13] and 

temporal patterns [14].  

Problem Definition 

 Let I = {i1,i2,….,im} be a set of all items. A subset of I is 

called an itemset. A sequence S = (k1,k2,…, kn ) (ki ⊆ I) is an 

ordered list of itemsets. The items in each itemset are sorted in 

alphabetic order. The length of the sequence is the total number 

of items in the sequence. A sequence S1 =(a1,a2,…..,am) is a 

subsequence of another sequence S2 =(b1,b2,….,bn), denoted as 

S1 ⊑ S2, if there exit integers 1 ≤ i1 < i2 < . . . < im ≤ n and  a1 ⊆  

bi1, a2 ⊆  bi2 , . . . , and am ⊆  bim.  We call S2 as a super-

sequence of S1 and S2 contains S1. 

 A sequence database, SD={S1,S2,…,Sn}, is a set of 

sequences and each sequence has an id. The size, |SD|, of the 

sequence database SD is the total number of sequences in the 

SD. The support of a sequence  in a sequence database SD is 

the no of sequences in SD which contain .  

 Given a minimum support threshold m_sup, a sequence  is 

a sequential pattern on SD if support of  is greater than m_sup. 

We call a sequence  as a closed sequential pattern If  is a 

sequential pattern and there exists no proper super sequence of  

with the same support. The problem of closed sequential pattern 

mining is to find the complete set of closed sequential patterns 

above a minimum support threshold m_sup for an input 

sequence database SD.  

 Table 1 shows a sample sequence database. The items in 

each itemset are sorted in alphabetic order.  If m_sup=2 , the 

closed sequential pattern set contains 14 sequences {(a):4, (f):2, 

(ab):3, (b)(c):3, (bc):4, (d)(d):2, (de):2, (bc)(d):2, (abc):2, 

(bc)(c):2, (a)(cd):3, (b)(bc):2, (ab)(cd):2, (a)(bcd):2} and the 

corresponding sequential pattern  set contains 34 sequences. It 

indicates that closed sequential pattern set contains less no of 

sequences than sequential pattern set. 

Table 1.  A sample sequence database 

S.Id Sequence 

1 (ab)(bcd)(de) 

2 (f) (abc)(cd) 

3 (bc)(abc) 

4 (de)(ag)(bcd)(f) 

Proposed Method 
 In this section, we discuss about our proposed algorithm 

CSPgrow that extends Apriori property and the depth-first 

pattern growth procedure to find all closed sequential patterns.  

CSPgrow uses the Closure Checking strategy to eliminate non-

closed patterns and Extension Checking strategy to prune the 

search space. 

Definition 1 (Closed Pattern): A pattern S is called a closed 

pattern in a sequence database if there is no super-pattern S′ (S 

⊑ S′ ) such that support(S) = support(S′ ).  

Definition 2 (Pattern Growth „Δ‟):  Let P = a1a2 . . .am be a  

pattern,  the  growth of P with event e (a1a2 . . .ame) is called 

pattern growth, denoted by P Δ e.  

Theorem 1 (Closure Checking): In a sequence database, the 

pattern P is not closed if there is a super-pattern of P with the 

same support.  

Proof: The above theorem indicates that, to verify whether a 

pattern P is closed or not, we only need to check whether there 

is a super pattern of P denoted as P′ such that support(P) = 

support(P′).  This closure checking strategy can be used to 

eliminate non-closed patterns from the output. But, we cannot 

use it to prune the search space.  

We use Extension Checking for pruning the search space. For a 

pattern P = a1a2 . . .am in sequence database and an extension to 

P w.r.t. some event e is  denoted as P′. We can prevent growing 

of P in the DFS if there exists P′ such that support (P) = support 

(P′). Because growing P will not produce any closed patterns. 

This Extension Checking strategy is useful for pruning the 

search space and improves the efficiency of the algorithm.  

Algorithm 1: CSPgrow 

Input: Sequence database SD and minimum support  m_sup 

Output: Closed sequential patterns. 

1: S1= frequent 1-sequnces in SD 

2: CSP = 0 

3: for each  i in S1 do 

4:     P = i 

5:     CS = Generate_patterns(S1,P) 

6:     CSP = CSP   CS 

7: end for 

Algorithm 2: Generate_patterns (S1, P) 

Input: Sequences S1 and pattern P  

Output: Closed sequential patterns with prefix P 

1: CS = 0 

2: if support (P) ≥ m_sup and ExtensionCheck (P) = prune then 

3:      if  ClosureCheck (P) = closed then 

4:      CS = CS     {P} 

5:      end if  

6:      for each i in S1 do 

7:  P = P Δ i 

8:  Generate_patterns (S1, P); 

9:      end for 

10: end if  

11: return CS. 

 Algorithm 1, CSPgrow, first finds all frequent-1 sequences 

(line 1) in the sequence database and for each frequent-1 

sequence, Generate_patterns(S1, P) is called (line 5) to find all 

closed sequential patterns with P as their prefix. Algorithm 2, 

Generate_patterns(S1, P), is a DFS of the pattern space starting 

from P. The Apriori property and Extension Checking pruning 

method are applied to prune the search space(line 2). The pattern 

closeness is verified in line 3 to eliminate nonclosed  sequential 

patterns. In each iteration of lines 6-9, the pattern P is extended 

with i (line 7), and Generate_patterns(S1, P)  is called 

recursively(line 8) to generate all closed sequential patterns with 

P as prefix and stores them into set CS(line 4). 

Performance Evaluation 

 In our experiments we used the FIFA dataset. It is a dataset 

of 20,450 sequences of click stream data from the website of 
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FIFA World Cup [15]. It has 2,990 distinct items. The average 

sequence length is 34.74 items with a standard deviation of 24.8 

items. The characteristics of the dataset are given in Table 2. 

Table 2. Characteristics of the dataset 

 

 

 

 

 

 The experiments are conducted on a 2GHz Intel Core2 Duo 

processor with 1GB main memory running Windows XP. The 

algorithm is implemented in Java and it is executed using 

different support values on FIFA dataset to find out closed 

sequential patterns. The Fig. 1 shows the performance 

comparison between CSPgrow and ClaSP algorithms. Our 

proposed algorithm CSPgrow runs faster than ClaSP. 

 
Fig. 1.  Performance comparison 

Conclusion 

 In this paper, we propose an efficient algorithm CSPgrow 

for mining closed sequential patterns in large sequence 

databases. The closed sequential pattern mining has the same 

expressive power of sequential pattern mining and also produces 

more compact result set. Our proposed algorithm CSPgrow 

outperforms ClaSP by an order of magnitude.  

 Future research in this area will be focus on improving the 

efficiency of the algorithms either with new structures, new 

representations or by managing the database in the main 

memory. Other interesting research problems that can be 

pursued include mining of closed structured patterns and closed 

graph patterns. 
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S. No. Characteristic Value 

1 No of sequences 20450 

2 No of distinct items 2990 

3 Average  sequence length 34.74 


