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Introduction 

Consider the following half variable coefficient model 

 T T

i i i i iy x z u     ，A b                     (1-1) 

Among them iy  is a responsive variable,  , ,i i ix z u  is 

fixed the random design sequence, 

 1,
T

i i ipx x x R L ，  1,
T

i i iqz z z R L  is association 

variables,  1,
T

p   L  is p dimension of the unknown 

parameters vector,       1 ,
T

q     L is q  dimension 

unknown function vector,   and  iu  is with estimated 

parameters,  j iu  is defined in the unknown 

function 0,1 , , 1,i i n  L  is zero mean with the independent 

distribution variables sequence.   linear equation of parameters 

constraints is A b  , Among them A  is m p order line full 

rank array,
mb R .  

Half a variable coefficient model is made from Fan and 

Zhang 
[1]

since 2002 first proposed, now has caused many 

scholars' attention, the discussion focused on the part of the 

main parameters of the unknown function is   and  iu  

estimate, to avoid "dimension curse", often assume that u  is 

one-dimensional，this model is variable coefficient model, the 

promotion of useful comprehensive partly linear model and 

variable coefficient model advantages. Rosen projection gradient 

method is the steepest descent method in the extension of the 

constraints, but this method cannot do it fast convergence speed, 

to get better convergence need to modify or add other 

conditions, and no constraint of the conjugate gradient method is 

solving unconstrained optimization problem of  min
nx R

f x


 kind 

of very effective method, this article will projection gradient 

method and conjugate gradient method, construct a new 

algorithm, linear equality constraint optimization problem of 

double parameters of the conjugate gradient method projection. 

In the actual problem, people of the model of the parameters of 

the more or less some understand, but there is always some prior 

information or assume that, such as in the temperature and the 

problem of the relationship between the bacterial growth, people 

often assume that temperature function satisfy certain PH value, 

namely the parameters such as is often carry a constraint. In the 

discussion of the optimization theory of constraints, often 

including equality constraint and inequality constraints. This 

paper mainly discusses the linear equality constraints in the 

second half of A b   variable coefficient model parameter 

estimation. 

The estimated parameters 

The unknown parameters of   estimate 

In the model (1-1), Set    , T

i i i ig z u z u ，because there 

are   0iE   ，so has 

       , ,T

i i i i i i iE y x g z u E g z u     ，so using nuclear 

function, the method to estimate  ,i ig z u ，so  ,i ig z u 's 

estimates for the    
1

, ,
n

T

i i ni i i

i

g z u y x  


  ，among them 

 1, ,ni nw u u u  L  is a probability weight function. Therefore, 

the model (1-1) define parameters of   squared residuals for 

    
2

2

1 1

, ,
n n

T

i i i i i

i i

f y x g z u   
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constraint conditions for A b  . 

From the point of view of the optimization theory, 

    
2

2

1 1

, ,
n n

T

i i i i i

i i

f y x g z u   
 

     is the objective 

function, constraint condition for A b  , the problem is   

estimated parameters of  f   in the constraint condition for 

optimization (minimum) problem is one of problems (P) : 

    
2

2

1 1

min , ,
m

n n
T

i i i i i
R

i i

f y x g z u


   


 

      

.s t     A b   

In this paper the problem of   valuation of a kind of improved 

optimization double parameters conjugate gradient method for 

the estimation projection. 

Define the feasible region for  PD R A b    ,  f   is 

continuously differentiable function, A  is m p  order of full 

rank matrix, the problem (P) K-T conditions 

for
  0Tf A

A b

 



  



，  is Lagrange  multiplier. Definition 

gradient function    g f  ，   k

kg f   ，projection 

matrix  
1

T TP I A A A A


  ,and P  meet 
2P P &

TP P , 

so to point   feasible, if   0P f   , then   to meet 

problem (P) K-T point, if  f   is continuously differentiable 

of convex function, then   for problems (P) optimal solution. 

Solving problem (P) a form of iterative algorithm 

for:
   1k k

k kd  

  , among 

them
1

1

2

k

k

k k k

Pg k
d

Pg d k 

 
 

   %
, 

kd  is for the search direction; k  for step, k% for a parameter, 

k% use the following mean: 

   

 
   

2

1 1 2

1

2 1 1

1
0 min 2,

0

T

k k k T

k k kT
k

k k k

Pg Pg Pg
if Pg Pg Pg

d g g

else



 





 

 
         




%  

among them 2 0  ,when 10
2

  ，has
1

10
2

  ；when 

1 1
2

  ，has 
10    . 

Algorithm as follows (A) :  

Step 1. The initial points are given
      1 1 1

1 , p   L L ，make 

it satisfies  

 1
A b  ，makes : 1k  ，

 0
0  ， 0 0d  ； 

Step 2 . Calculation kPg ，if 0kPg  ，stop calculation, the 

problem (P) get the K-T point for 
 k

 ;Otherwise calculation 

direction 1k k k kd Pg d    % ; 

Step 3. Conduct Wolfe line 

search
   

( ) ( )
k k T

k k k k kf d f g d      ， 

k

T

kkkk

T

k gddxgd   )( ，among them 0 1    , 

Produce step k , and 

make
   1k k

k kd  

  ，

  1

1

k

kf f 


  ，Return to 

step 2. 

2.2 The unknown function coefficients     estimate 

Because
1 1i i i ie e      ，   0iE   ，consider 

model  ˆT T

i i i i iy x z u     , this model is the typical 

variable coefficient model, practical 
[3]

 in the estimation of 

parameters can be  j   part of the 

estimate,is    
1

0

T Tu Z KZ Z KY


 % %% % % , among 

them ˆT

i iY y x    . 

3. The conclusion and theorem 

We first presents the assumption that conditions and pass 

lemma, assumptions are as follows: 

(A1) f  in level set      1
:pL R f f      has lower 

bound, including 
 1

  for initial point; 

(A2) In the level set L  a neighborhood in U , f  continuously 

differentiable, the guide g  function that meet 

the Lipschitz conditions, there is 0L   constant to: 

   g g L      ， U  ， U  ; 

Lemma 1
 [8]

 : For general function  f  ,if has 1 0Ad  , then 

the direction of 1k k k kd Pg d    % type produces sequence 

 kd  satisfy 

0kAd  ， 
T T

k k k kPg d g d ， 1 1

T T

k k k kPg d g d  ，

1k  . 

Lemma 2 
[9]

:Set the objective function to meet conditions 

(A1,A2),consideration 
   1k k

k kd  

  , among them 0T

k kd g  , k  from strong 

Wolfe line search calculated, so has 
 

2

2
1, 0k

T

k k

k d k

d g

d 

  , this 

type is called Zoutendijk  conditions. 

The lemma 1 and 2 is very easy to get the following lemma. 

Lemma 3: Set the objective function to satisfy (A1-A2), 
   1k k

k kd  

  , Among them   0

T

k kPg d  ， k from 

strong Wolfe line search calculated, so has 

  
2

2
1, 0k

T

k k

k d k

Pg d

d 

  , This type is called promotion 

Zoutendijk  conditions. 

Lemma 4: If 0kPg  , The algorithm (A) the direction for fall 

produce kd  direction, namely 

                   0
T T

k k k kPg d g d  ， 1k   
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Proof: By induction proof: When 1n  ,has 
1 1d Pg  ， 

 
2

1 1 1 1 1 1 1 1 1 0
TT T T Tg d g Pg g P Pg Pg Pg Pg         ，hyp

othesis when 1n k  ,has  1 1 1 1 0
T T

k k k kPg d g d      

established. 

The divide kind of case proof when n k  has 

  0
T T

k k k kPg d g d   established. 

①If 0k  , by 

     1

T T

k k k k k kPg d Pg Pg d     

 
2

1

T

k k k kPg Pg d   
2

0kPg   ，Namely card. 

②If 
   

 

2

1 1

2 1 1

T

k k k

k T

k k k

Pg Pg Pg

d g g








 





, so has 

   
2

1

1
0 min 2,

T

k k kPg Pg Pg




 
   

 
 

Wolfe by search standards have 

 2 1 1 2 1 2 1 1

T T T

k k k k k k kd g g d g d g          

 2 1 1 2 1 1 2 1 11 0T T T

k k k k k kd g d g d g               

Breathing on both sides by 
1k k k kd Pg d     with  

T

kPg  

and    1 0
T

k kPg Pg    can take 

     1

T T

k k k k k kPg d Pg Pg d     
2

1

T

k k k kPg Pg d     

   

 
 

2

1 12

1

2 1 1

T

k k k T

k k kT

k k k

Pg Pg Pg
Pg Pg d

d g g









 


  


 

   

 

2 2

2 1 1 1

2 1 1

TT

k k k k k k k

T

k k k

Pg d g g Pg Pg d

d g g





  

 

  



 

     

 

1 1 1

2 1 1

T T

k k k k

T

k k k

Pg Pg Pg d

d g g





 

 




        

 

 

2 2

1 2 2 1 1

2 1 1

1
]

T T

k k k k k k

T

k k k

Pg d g Pg d g

d g g

 



  

 

  



 

             
   

 

1 1 1 1

2 1 1

T T

k k k k

T

k k k

Pg Pg g d

d g g

 



  

 




 

 

 

2 2

2 1 1 2 1 1

2 1 1

1 T T

k k k k k k

T

k k k

Pg d g Pg d g

d g g

  



   

 

  



 

   

 

1 1 1 1

2 1 1

T T

k k k k

T

k k k

Pg Pg g d

d g g

 



  

 




 

     

 

2

2 2 1 1 1 1 1 1

2 1 1

1
TT T

k k k k k k k

T

k k k

Pg d g Pg Pg g d

d g g

    



    

 

     



 

When 10
2

  , has    
2

10 2
T

k k kPg Pg Pg  ,so has  

 
 

 

2 2

2 2 1 1 1 1 1

2 1 1

1 2T T

T k k k k k k

k k T

k k k

Pg d g Pg g d
Pg d

d g g

    



   

 

     



 

 

 

2

1 1 2 2 1

2 1 1

2T

k k k

T

k k k

Pg d g

d g g

     



 

 

   



 

   

 

2

1 1 2 1

2 1 1

1 1 2T

k k k

T

k k k

Pg d g

d g g

   



 

 

     


  

because 10
2

  ，
1

10
2

  ，
2 0  ，so 

   2 11 1 2 0       , And 

because  2 1 1 0T

k k kd g g    ,so has   0
T

k kPg d  . 

When 1 1
2

  , has    
2

1

1
0

T

k k kPg Pg Pg


  ,so has  

 
 

 

2 2

2 2 1 1 1 1 1

2 1 1

1 T T

T k k k k k k

k k T

k k k

Pg d g Pg g d
Pg d

d g g

   



   

 

     




 

 

2

1 1 2 2 1

2 1 1

T

k k k

T

k k k

Pg d g

d g g

    



 

 

   



 

   

 

2

1 1 2 1

2 1 1

1T

k k k

T

k k k

Pg d g

d g g

   



 

 

     


  

because 1 1
2

  ，
10    ， 2 0  ，so has 

   2 11 0       , and because 

 2 1 1 0T

k k kd g g    , so has   0
T

k kPg d  . As proof to have to 

drop sex was 

established. 

Theorem 1: a problem (P) meet the assumptions (A1-A2), 

consider algorithm, Step k  by Wolfe search criteria to 

determine, The algorithm generated iteration points listed  k  

Or to some k  has 0kPg   Or have the type is founded 

liminf 0k
k

Pg


  

Proof: if theorem was not, so has 0C  , 

makes
2

kPg C ， 1,2k  L L  

 For 1k k k kd Pg d     take on both ends of the breathing 

modulus square to get 

   
2 2 22

1 2
T

k k k k k kd d Pg d Pg                    （3-1） 

by lemma 4 available, when 10
2

  ,has  

 

 

   

2

2 1 1 2 1 1 11 1 2

T

k k k

k T T

k k k k k

Pg Pg d

d g g g d


       

  
     

        

（3-2） 

Will (3-2) generation into type (3-1), and in (3-1) type with both 

sides divided by   
2

T

k kPg d  

            

2 2 2

1

2 2 2

2 1 1 1

2

1 1 2

k k k

T
T TT

k kk kk k k k

d d Pg

Pg dg dPg d Pg d   



 

  
    

 

       

2
2

1

2 2

2 1 1 1

1 1

1 1 2

k k

TT
k kk kk k

d Pg

Pg PgPg dg d   
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2

1

2 2

2 1 1 1

1

1 1 2

k

T
kk k

d

Pgg d   



 

 
    

           

（3-3） 

        

       

2

1

2 22

2 1 1 1

1

1 1 2

k

T
k

k k

d

PgPg d   



 

 

    

   

because

  

2

1

2 2

1
1 1

1

T

d

PgPg d

 , So the mean (3-3) recursion 

       

2

2 2 2 2
212 1

1 1 1

1 1 2

k
k

T
i i

k k

d

Pg PgPg d     

 
    

  

2
1

1k

i i

K

CPg

   

Namely have
  

2

2

T

k k

k

Pg d C

Kd
 ,so 

  
2

2
1

T

k k

k k

Pg d

d





  , the 

lemma 3 and the conclusions of the contradiction, that was not, 

so has liminf 0k
k

Pg


 . 

When 1 1
2

  , has 

 

 

   

2

2 1 1 2 1 1 11

T

k k k

k T T

k k k k k

Pg Pg d

d g g g d


       

  
     

, 

Proof of the above process similar to prove, that also can 

attain liminf 0k
k

Pg


 . As can liminf 0k
k

Pg


 . 

Example analysis 

In this section we give numerical example is used to 

evaluate the presented model in double parameters conjugate 

gradient method effectiveness of the projection. [10] is the 

measurement of 9 sample point (its numerical in given in table 

1) in equality constraint conditions using linear model,is 

1 1 2 2 3 3 4 4 5 5 6 6i iy x x x x x x             , And through 

the least squares method solution was   estimator, parameters, 

is  0.038,0.353,0.121,0.286, 0.064,0.273
T

   , Now to the 9 

sample point with this half of the variable coefficient model, in 

order to avoid dimension curse, gets   sin(2 )i iu u  , so 

the model is 

1 1 2 2 3 3 4 4 5 5 6sin(2 )i i iy x x x x x u x             , Among 

them iu  subject to uniform distribution  0,1U , i  standard to 

obey the normal distribution  0,1N , Take kernel function as 

Epanechnikov  function, namely 

 
 

   2 21
1 0.75 1

1 2,2
K u u u


     1 1u   ，Window 

wide for 0.05h  , Using the proposed double parameters 

conjugate gradient method, through the projection Matlab 

software the iterative calculation, given parameters estimator for 

the   's  0.036,0.356,0.11,0.284, 0.061
T

   , Equality 

constraint conditions for A b  , Among 

them
1

2

2 6 7 4 1 3

1 2 4 7 8 9

a
A

a

   
    

  
， 1

2

4.12

3.21

b
b

b

   
    

  
。 

To compare the two methods about target function for a 

minimum of residual for
minRSS , 

namely 23.39RSS  > 22.21RSS   ，The paper half variable 

coefficient model is a more ideal model, and prove the double 

parameters conjugate gradient method projection effectiveness. 

Conclusion 

Conjugate gradient method is solving large-scale 

unconstrained optimization is one of the effective methods, and 

projection gradient algorithm is a constraint optimization 

problems to solve one of the ways, This paper proposed k  new 

double parameters conjugate gradient method, and it projected A 

contains two parameters, so that they can adjust the parameters 

to ensure 0k , thus ensuring the iterative algorithm is more 

accurate results. In this paper, we prove that the algorithm is full 

of decline, and proves that the Wolfe in line search conditions 

are global convergence. After part of main gives the function of 

    local about coefficient linear estimator. 
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Table 1 

No 
1x  2x  3x  4x  5x  6x  iy  

1 100 100 100 100 100 100 100 
2 10.15 72.25 100 100 100 100 85 
3 0 0 87.5 98.4 94.7 100 60 
4 0 0 32.8 65.55 88.4 100 45 
5 0 0 27.3 52.45 86.8 100 37 
6 0 0 12.0 15.05 78.8 95.5 29 
7 0 0 4.7 0.95 5.2 77.9 22 
8 0 0 4.2 0.55 2.4 71.9 19 
9 0 0 1.5 0.20 0.4 56.4 15 

 


