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Introduction 

 Spam is an email with irrelevant contents that is sent 

automatically with different contents for many different users 

and often proselytes a service or website [1]. Spam decreases the 

reliability of e-mail [2]. Even aware users aren‟t comfortable 

from these unwanted emails. Spam is undesirable because it eats 

up resources like disk space and user time. Several methods for 

classifying emails exist [3]-[5], but each has certain weaknesses 

and some of them don‟t have enough speed. The main idea in 

spam detection is defining an appropriate threshold between 

spam and non-spam emails that minimize misclassification [6]. 

We have implemented a fuzzy spam detection system in text 

classification mode, which uses adaptive neuro-fuzzy inference 

system (ANFIS) for classifying emails. Feature selection 

methods can be classified essentially into wrappers, filters and 

embedded techniques [7],[8]. In this paper, GA is used as 

feature selection in order to increase speed of classification, and 

then selected features are used for classifying emails using 

ANFIS in the framework of embedded methods [9], which is 

named as GA-ANFIS. 

 ANFIS uses the approximation capability of FIS and ANN 

as adaptive, and also acts simple and powerful. In other words, 

not only does it have good learning capability, but it can be also 

universally approximate well. Moreover, the training of ANFIS 

is fast and it can generally converge from small datasets. These 

attractive properties are suitable for choosing ANFIS as 

classifier for classifying emails. 

Adaptive-Network-Based Fuzzy Inference System 

 ANFIS is a class of adaptive networks that are functionally 

equivalent to fuzzy inference systems. ANFIS represents 

Sugeno fuzzy inference model (SFIM) that was proposed by 

Jang in 1993 [10], [11]. The fuzzy inference systems (FIS) and 

multi-layer perceptrons (MLP) [12], [13] are special examples in 

generic calculation studies of adaptive networks [14]. By having 

dataset, the ANFIS model employs the neural network training 

procedure to adjust the membership function parameters with 

using back propagation algorithm or other similar optimization 

methods[10], [15], [16], [17]. Block diagram of fuzzy inference 

system has been shown in Fig.1. 

 To explain the structure of ANFIS, assume that if our fuzzy 

Inference system had two inputs x and y and had one output f, 

and rule base has two following if-then rules [18]: 

Rules 1: If (x is A1) and (y is B1) then (f1=α1x+β1y+γ1) 

Rules 2: If (x is A2) and (y is B2) then (f2=α2x+β2y+γ2) (1) 

 In these formula the concise forms, x and y are the inputs, 

A1, A2, B1 and B2 are the fuzzy sets determined during the 

network training procedure, f1 and f2 are outputs, α1, α2, β1, β2, 

γ1 and γ2 are linear parameters, which are also determined 

during the network training procedure [19], [15].  

Figure 1 Block diagram of fuzzy inference system 

 The ANFIS structure consists of a combination of three 

fixed layers and two adaptive layers. The adaptive layers are the 

first and the fourth layer. In the first layer, there are three 

modifiable parameters (ai, bi and ci) related to the input 

membership function. In the fourth layer, there are also three 

modifiable parameters (pi, qi and ri), pertaining to the first-order 

polynomial of SFIM. These adaptive parameters can obtain a 
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desirable value by learning algorithm. In this study, the learning 

algorithm of ANFIS is based on the hybrid learning algorithm. 

In the fifth layer, there is only one single fixed node, which is 

labeled as R. The node performs the summation of all the 

incoming nodes, which represents the defuzzification procedure 

[10], [15]. 

Feature Extraction 

 For implementing the system, we train system with 90 

emails that contain 40 spam and 50 non spam emails.  First 

extract all tokens from body of all emails and save them with 

their frequencies in spam and non spam emails, in three separate 

columns of a dictionary. Then, for each token, based on the 

frequencies, calculate a measure called spamicity, and save it in 

forth column of the dictionary. Finally use ANFIS to determine 

whether each email is spam or not. The block diagram of 

proposed method has been shown in Fig.2. The system structure 

of ANFIS is shown in Fig.3. 

 After making the original dictionary from training emails, 

additionally, make a local dictionary for each test email, that has 

three columns: first column contains all extracted tokens from 

that email, second column contains the frequency of each token 

in test emails and third column contains spamicity of each token 

that will be calculated based on the frequency of them in 

original dictionary. Some of tokens are ignored such as dot, 

comma, blank, etc. For applying ANFIS in this system, first 

should calculate spamicity of tokens that exist in original 

dictionary. This criterion will be saved in the fourth column of 

the dictionary.  

 The spamicity of token i from dictionary, is calculated like 

formula 2. This formula uses the second and third columns of 

the original dictionary, which show the frequency of tokens in 

spam and non spam emails, respectively. 

(2) 

 
Fig 2. Block Diagram of Proposed Method 

 
Fig 3. Block diagram of spam detection using ANFIS 

Feature Selection 

The keyword-based methods usually consider thousands of 

keywords as features for obtaining satisfactory results [20]-[22], 

[23]. But the original dictionary contains useful keywords and 

additionally irrelevant keywords which play no important role in 

classification. A proper selection of features can actually 

improves the classifying and generalizing ability of the 

classifier. For choosing such features, there are different feature 

selection methods. So, we use genetic algorithm for selecting 

best combination of features in order to increase the speed and 

performance of the system. 

Genetic Algorithm 

Genetic algorithm is an iterative method and consists of 

four main steps: producing initial population, evaluation, 

reproduction (consists of selection & crossover), and mutation. 

In the first step, a population of strings called chromosome, 

should be generated. Each chromosome, selects a singular 

combination of features from dictionary, randomly. In the 

second step, chromosomes must be evaluated. For this, classify 

test emails based on each chromosome, separately. The success 

rate of the classifier will be saved as fitness value of it. In 

selection step, half of the best chromosomes are selected based 

on their fitness values and they will be combined in crossover 

step. With combining the best of chromosomes, in several epoch 

s iteratively, a new population will be created in each epoch that 

is smarter than previous [24]. The new population is replaced 

with previous population and is used in the next iteration of the 

algorithm. Commonly, the algorithm terminates when either a 

maximum number of generations has been produced, or a 

satisfactory fitness level has been obtained for that population. 

Finally, select the best chromosome from the last population and 

create a new dictionary based on it. The features of the new 

dictionary are less than the previous, but the new dictionary is 

more efficient in time and performance [25]. Mutation operation 

is performed at the end of each epoch. In this operation, one of 

the chromosomes will be randomly selected and one or more of 

its genes are modified, randomly. So the modified value of that 

chromosome, may be does not exist in any of its parents [24]. 

Classification by ANFIS 

Calculating ANFIS inputs 

For training ANFIS system, inputs should be determined. 

ANFIS system that is used for spam detection has three inputs. 

First input is LegRate that shows the number of tokens with low 

spamicity, second input is MidRate that shows the number of 

tokens with middle spamicity and third input is SpamRate that 

shows the number of tokens with high spamicity. So, in spam 

emails spamRate should be greater than LegRate. The logic of 

this method is that the spam emails have many common tokens 

that rarely appear in non spam emails, for non spam emails it is 

same. Tokens with neutral spamicity, are those tokens that often 

appear routinely in any email, whether spam or non spam.  

For calculating inputs, make three categories from tokens in 

body of each email. These categories include three types of 

tokens that are different in value of spamicity. First legitimate 

category that shows the tokens with low spamicity, second is 

neutral category that shows the tokens with middle spamicity, 

and third, spam category that shows the tokens with high 

spamicity. So, counts of tokens in each category, are three inputs 

of ANFIS system, namely LegRate, MidRate and SpamRate. To 

obtain more accurate inputs, they must be normalized. So divide 

them into total number of them (formula 3, 4 and 5). There are 

three levels of inputs: high, middle and low. Inputs and output 

are shown in table 1. 

(3) 

(4) 

_ _

_ _ _ _ 1

i
i

i i

frqcy token Spam
Spamicity

frqcy token Spam frqcy token NonSpam


 

_
1

_ _ _

leg rate
input LegRate

leg rate mid rate spam rate
 

 

_
2

_ _ _

mid rate
input MidRate

leg rate mid rate spam rate
 

 
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     (5) 

Table 1: Inputs and output of neuro-fuzzy spam detection 

system 

INPUT3 INPUT2 INPUT1 OUTPUT NAME 

SpamRate MidRate LegRate Result TYPE 

High 

Mid 

Low 

High 

Mid 

Low 

High 

Mid 

Low 

Spam 

Non_spam 

 

MAIN AMOUNTS 

{1,2,3} {1,2,3} {1,2,3} {0,1} ALTERNATIVE 

AMOUNT 

Creating initial fuzzy system 

For creating initial fuzzy system, two different methods are 

implemented in this paper. First is Genfis1 method and second is 

Genfis2 method. 

Genfis1 

Genfis1 with using Grid Partition method on the training 

data, creates an initial fuzzy system Sugeno(FIS) with one 

output, for learning ANFIS. The obtained FIS, is used for initial 

conditions of ANFIS. For initializing, Genfis1considers bell-

shaped membership functions, and rules will be produced 

linearly. The membership functions for each input are drawn, 

that shown in Fig.4. part (a). 

Genfis2 

Genfis2 with using Fuzzy Subtractive Clustering method on 

the learning data, creates an initial fuzzy inference system (FIS). 

Another different is that we should give the input and output 

data distinguishably. This method, clusters data before creating 

FIS. Clustering data is done with extracting a set of rules that 

determine the behavior input data. In procedure extracting data, 

first use „Subclust‟ function to determine the number of rules 

and membership functions. Then with using LLSE method, 

determine the last of the rules [15]. The number of rules that are 

created, are less than previous method. The membership 

functions of initial FIS that are created using Genfis2, are shown 

in Fig.4. part (b). 

 
Fig.4. membership functions of initial FIS with number of 

rules, a) Genfis1 b) Genfis2 

Evaluating to other parameters for learning 

Important parameters such as epoch and tolerance should be 

determined before training. The value of epoch in Genfis1 and 

Genfis2 has been selected 15. 

Starting learning step 

In the next step, use ANFIS for learning system. So, for 

both of the obtained FIS s, use ANFIS command and for both 

states tolerance is given as output. ANFIS command uses a 

hybrid learning algorithm to determine FIS membership 

function parameters. A combination of LSE methods and BP 

gradient method, are used to train FIS membership function for 

modeling a set of input-output data. Membership functions and 

obtained FIS s, for both states shown in Fig. 4. 

Learning error 

We used 20 emails for testing system that contain 12 non-

spam emails and 8 spam emails. Non_ spam emails are from 

email 1 to 12 that are shown with 0 and spam emails are from 

email 13 to 20 that are shown with 1. Fig.5 part (a) and (b) 

shows the classification results of Genfis1 method using GA and 

without GA respectively. And Fig.5 part (c) and (d) shows the 

classification results of Genfis2 method using GA and without 

GA respectively. As you can see, the blue diamond-shaped 

points and blue plus shaped points are results of ANFIS 

classification and red spots, show real classes of test emails. 

Non-compliance between these two types of points, are error in 

classification. The error classification rate without using GA is 

35% in both Genfis1 and Genfis2, but with using GA, it is 

reduced to 28%. 

Efficiency analyst 

Comparing the two methods Genfis1 and Genfis2, Genfis2 

is better and more optimum from Genfis1, because of having 

lower RMSE error. But Genfis2 usually is slower. As you can 

see in table2, with using GA, the error rate is 28%, which was 

declined 7%. 

 
Fig 5. Classification results on test data, (a) Genfis1 using 

GA method, (b) Genfis1 without GA method, (c) Genfis2 

using GA method, (d) Genfis2 without GA method 

Conclusion 

In this paper, an implementation for a neuro-fuzzy program 

for spam detection system was represented. This program first 

extracts all tokens from body of emails, and saves them with 

their frequencies in spam and non spam emails, in three columns 

of a dictionary. Then calculates a spamicity for all tokens and 

save them in forth column of the dictionary. The spamicity 

criterion shows dangerous rate of tokens.  In order to more 

accurately categorize emails, genetic algorithm is used to select 

best combination of features. This method reduces useless 

features and increases the accuracy and speed of methods. For 

classifying emails we used ANFIS. It would be a good choice 

among other classifier methods, because combines the 

advantages of neural networks with that of FIS. For classifying 

emails, first use Genfis1 and Genfis2 to obtain membership 

functions of inputs, then use ANFIS on these initial FIS s to 

classify emails. The results show that Genfis1 is faster than 

Genfis2, but it is less accurate. 

_
3

_ _ _

spam rate
input SpamRate

leg rate mid rate spam rate
 

 
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Fig. 6 step size and error rate of Genfis1 and Genfis2, (a) 

Step Size of Genfis1 and Genfis2, (b) Train Error of Genfis1, 

(c) Test Error of Genfis1, (d) Train Error of Genfis2, (e) 

Test Error of Genfis2 

 
Fig.7 (a) The surface of final FIS, (a) Genfis1, (b) Genfis2 

 
Fig 8 the rules and defuzzyfied of them in initial ANFIS, (a) 

Genfis1, (b) Genfis2 
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