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Introduction 

In the proposed method, the desired object (which might be 

a soccer ball, pedestrian, automobile and so on) is selected by 

removing the background in the first frame. Then, it is expected 

that the algorithm tracks the object till it exits the scene. In the 

proposed method 2D tracking of objects in a colored video 

stream is achieved. A colored video stream is a set of colored 

images which are dependent semantically and have close 

locations. The proposed algorithm in this study is a combination 

of particle filter and SIFT algorithm which is called SIFT 

particle filtering (SPF). The flowchart of the algorithm and its 

steps are shown before. It includes background modeling, 

removing shadow, identifying objects movement and so on. The 

proposed algorithm is utilized for object tracking. In the details 

of the first frame static background is extracted. Then, the 

difference between current frame and background is extracted to 

track the object. When the shadow is removed complete 

information of the object might be extracted. If the object is lost, 

the tracking model must be updated. The particle filter combines 

important particles with the feature points of SIFT in order to 

track the object. Using particle retention features the particle 

destruction could be reduced. The proposed algorithm improves 

identification precision and decreases computational complexity 

[1,2,3]. 

Methodology 

The proposed methodology consists of several steps. 

Shadow and background are removed, moving objects are 

identified and then SPF is used to track the objects. More 

precisely, firstly, frames associated with video sequence are 

exploited to create static background. Afterwards, the difference 

between current frame and background image is used to identify 

information about moving object. When the shadows are 

removed the complete information about objects might be 

extracted. SIFT feature points are extracted for objects which are 

going to be tracked and using particle filter the object is tracked. 

In case of losing the object the tracking model is updated if 

necessary. Using combination of SIFT and particle filter reduces 

particle destruction as SIFT feature points are highly stable. 

Furthermore, the precision is increased while computational 

complexity is decreased. 

 

Motion detection 

There are various methods for detecting the object or 

modeling the moving object. One of the simplest ones is the 

sliding window method where a rectangular window in different 

sizes scans the image intensively. Each of these regions is 

considered as a favorable region for future decision making. It is 

one of the easiest methods for detecting objects with different 

sizes. In this paper the main idea of the study is mentioned. 

Then, details of implementation of proposed method including 

combination of SIFT algorithm and particle filter are explicated. 

The block diagram of the system is depicted here and its details 

are explained [1,2]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Block diagram of implementation of the study 

Background subtraction 

When the video is transformed to a sequence of frames, the 

object must be separated from background in the first frame. 

The common problems regarding machine vision is locating the 

specific object in the image. Background subtraction is a simple 

but effective technique for extracting foreground objects. In 

each frame the result which includes a preview of object motion 

is obtained by subtracting the background which was extracted 

previously. After image processing this image is transformed to 

a binary-colored space. The derived image may include shadows 

and small moving objects in addition to the desired one. To 
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address this problem and eliminate unwanted information, a set 

of morphologic operations are performed. In this study a 

background of video frame which excludes the moving object is 

utilized. 

Key points initialization 

In this step the key points must be extracted from desired 

motion area. Which is called feature extraction or key point 

extraction. These key points are fed to particle filter to be 

combined with its particles so that the new location of the object 

could be estimated using motion equation. 

Feature extraction in SIFT algorithm 

Feature extraction in SIFT algorithm is composed of three 

main stages: 1) scale space exterma detection, 2) eliminating 

unstable exterma, 3) orientation assignment to each feature. In 

the following these steps are explained in details. 

1) Scale space exterma detection: the only kernel which is 

appropriate for scale space (different scale sigmas) is Gaussian. 
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For a 2D image I[x,y],  ),,( YXL    is scale space which is 

calculated as follows: 

),(*),,(),,( YXIYXYXL                   (2) 

),,( YXG    is variable space of the Gaussian function which 

is obtained experimentally and Laplacian matrix of Gaussian 

(LOG) is  G22 . Then, exterma is selected according to 

figure2. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Exterma selection 

In figure 2.the best concept of scale is shown.  
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In this study  σ is 0.5 and it should be calculated for all DOG 

images. To describe the feature, we need to subtract two images. 

Afterwards, exterma must be selected in 3*3*3 neighboring 

(depicted in figure 2). 

2) Eliminating edge unstable points 

Consider Tailor series (4). 
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Unfounded points are eliminated via 03.0)ˆ(XD   rule. 

Moreover, rejected points with strong edge response in the same 

direction as follows 
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If the following is met: 
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(7) 

3) Scale orientation assignment is performed based on points 

which are derived from correct image according to equation 7-2; 

thus we will  have: 

),(*),,(),( yxIyxGyxL                (8) 

Then, gradient and its orientation are obtained from 9. 
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Figure 3. The results of SIFT algorithm adaptation. 

Figure 3 demonstrates matching of automobile image points 

which were received before and the moving automobile. 
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4) Obtaining matching points: the SIFT descriptor error of 

moving object exterma is achieved from 11.  

2

21 )ˆˆ( FFerror 
              (11) 

Figure 3 demonstrates SIFT feature points and matching of 

a stored image of the object and its image during motion. As can 

be seen the SIFT feature points achieve acceptable results in 

detection and matching of the object.  

Object tracking using combination of particle filter and 

SIFT (SPF tracking) 

Particle filter takes a set of samples and assigns a number of 

particles to them during formatting. Then a recursive Bayesian 

is applied to them and the accuracy of this estimation is 

achieved by a specific weighting criterion. Particle filters use a 

probability distribution function to estimate the closest state to 

the reality. Particles are state vectors which are accumulated in a 

location and utilize the mentioned probability distribution. A 

weight is assigned to each particle which is originated from the 

similarity between particle location and main location. Particle 

filter algorithm uses sampling to create N particles. Then, 

comparing the samples (tracking region) determines important 

weights. Resampling step is the most prominent factor in each 

run of particle filter because in conventional particle filter the 

variance of particle’s weight rapidly increases. The main idea of 

resampling is to convert particles to normalized value by 

eliminating particles with large or small weight. As SIFT key 

points are utilized the number of particles which should be 

sampled decreases. It reduces computational burden and avoids 

useless distribution of weights. The problem of tracking is the 

lack of natural synchronization between iterations. In tracking 

new iterations are dependent on previous ones. Therefore in this 

study the state space for first frame is initialized using matching 

key points obtained by SIFT in order to realize an active 

tracking. 

Generic structure of SPF tracking system 

Color distribution model 

Color is the most prominent and popular feature of the 

image for modeling the object in tracking applications. It is 
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constant in case of variations in size, orientation and 

perspective. To extract color feature the type of color space must 

be determined. Colored histogram of an object provides 

numerous advantages for its tracking. In particle filters the target 

is tracked based on comparison between its colored histogram 

and histogram of sample locations using Bhattacharyya distance. 

There are diverse methods for employing color information 

among which the most common is color histogram model [10, 

11, 12]. Instead of using whole image, color histogram vector 

(hist) corresponding to inside of a part of object (e.g. the 

rectangular whose location is determined by xk state) is 

extracted. Weighted histogram is a simple statistical model of 

number of image pixels from each color component.  

Favorable motion area 

In this study the favorable motion area depends on the 

moving object which might be a soccer ball, pedestrian or 

moving automobile. The color distribution inside tracking area 

is derived from the following equation.  

Distribution of color q in desired area is calculated as follows: 
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n
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Color distribution probability is: 
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Where I is the number of pixels in particles region; u is 

discretization components in the color; δ is Kronecker delta 

remained in the function; a is the size of particle region; k is a 

weight function which assigns smaller weights to regions which 

are farther from circle origin; f is the normal coefficient and h is 

histogram function which is achieved in xi location of the color 

component. S includes combination of SIFT key points with 

current motion area 
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Calculating normal weight of accumulation: 
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For generating uniform random number r from [0,1] and 

searching for minimum K in 17 
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Substituting in 
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Dynamic equation 
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Where A is state variation matrix and   R is rank which is a 

Gaussian random matrix. 

For center of moving object: 
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Ssift1 might be obtained via calculating SIFT key points in at 

time t to St. In other words, SIFT algorithm firstly extracts key 

points and provides them for particle filter. Then, particle filter 

algorithm generates N particles. Specific weights are assigned to 

the particles according to SIFT key points. Afterwards, the 

location of moving object is estimated using probability function 

and based on significant weights. 

Calculating Bhattacharyya p[pt,q] between candidate 

sample and target mask 

The distance between histogram of reference image, q, and 

volunteer image histogram, hist, is stated by Bhattacharyya 

distance. To assign weights to samples the Bhattacharyya 

coefficient between target histogram and histogram of the area 

shown by each sample should be calculated. The region of each 

sample is identified by its state vector s(n) [1, 4, 6]. Since it is 

desired to have samples whose color distribution is more similar 

to target color distribution, larger weight is assigned to samples 

with smaller Bhattacharyya distance. Thus, samples’ weights are 

calculated as follows. A famous magnitude between two 

distributions, p(u) and q(u), is Bhattacharyya coefficient such 

that for two matched normalized distribution we have p=1 which 

demonstrates complete matching between two distributions.  

Calculating Bhattacharyya 
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So the distance between two distributions is: 
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Resampling: 

If the target is lost resampling must be performed using 

equation 
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6) The central location of moving object at t might be calculated 

by deriving average of weight sample.  
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Combining particles and SIFT feature points the sample 

distribution is updated and included in particle filter process. 

Therefore, the precision of particle description is improved. 

Retaining definite number of independent particles with 

complete and strong characteristics, the particle destruction is 

reduced because the points which are selected as key points have 

special characteristics (such as object edges). These key point 

help motion and tracking precision improvement. 

The results of soccer ball tracking experiment 

In conventional particle filter algorithm the particle is 

selected based on dynamic equation in a stochastic manner and 

in complicated situations it leads to incorrect results. The results 

of our proposed tracking method (figure 4-1) are compared to 

the results of conventional particle filter (figure 4-2). The 

tracking is performed in a video record of a soccer match. The 

algorithm is used in MATLAB environment. There are 300 

initial particles in this experiment. As shown by results when the 

scale of soccer ball changes dramatically, the particles remain in 

tracking area using our algorithm; whereas, in conventional 

particle filter method incorrect tracking results are obtained. 

Additionally, the execution time of two methods are compared, 

the difference is 15%s which could be neglected in actual 

applications. 
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Figure 5. Conventional particle filter (PF) 

 

Figure 6. Combination of particle filter and SIFT (SPF) 

Tracking in different and complex environments 

Figure 7 illustrates the video sequence of a few frames of 

soccer match where soccer ball might be covered by players. It 

is also worsen due to similar color of ball and players’ 

sportswear. Moreover, variations occur when the light of 

stadium changes and uniform light is disturbed. Furthermore, 

when the ball goes farther from camera its scale changes. Since 

SIFT key points are invariant and do not change by scale, 

brightness and so on, our proposed method is robust against 

brightness, scaling and coverage changes. It is also confirmed by 

our experimental results. In case of long durations of being 

 

Figure 7. Soccer ball tracking in different and complex 

environment 

 

The diagram of comparison between conventional particle 

filter and proposed method (SPF) 

It can be seen that in diagram 1 tracking using SPF method 

is much more efficient than conventional particle filter. The red 

line shows conventional particle filter while the black one 

corresponds to SPF method.  

 

Figure 8. the diagram of comparison between conventional 

particle filter and proposed method (SPF) 
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