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Introduction  

The ultimate objective in a large number of image 

processing applications is to extract important features from 

image data, from which a description, interpretation, or 

understanding of the scene can be provided by the machine. The 

character recognition can be categorized into two main groups, 

off-line and on-line recognition, depending upon the input data 

given to the system.  In offline recognition, only the image of 

the handwriting is available, while in the on-line case temporal 

information such as pen tip coordinates, as a function of time, is 

also accessible. Fig 2 shows the classification of character 

recognition system. 

Devnagiri script is very popular script in India used to write 

Hindi, Konkani, Marathi, Nepali, Sanskrit, Bodo, Dogri and 

Mathili etc. The concept of upper case and lower-case characters 

is not present in devanagari script. The writing style of 

devnagari script is from left to write. Fig 1 shows the 

handwritten samples of devnagari characters considered as 

dataset. 

 
(a) 

 
(b) 

Fig 1. Handwritten samples of devnagari characters (a) 

Vowels (b) Consonants 
The task of recognition of handwritten is quiet difficult.  

Thus, the genetic algorithm is used for extracting the useful 

features from the characters and classifies to recognise 

accurately. The K-Nearest neighbour approach is also used for 

the classification. The classification error is the measure of 

accuracy. As the accuracy increases the classification error will 

be optimized accordingly. The main objective of this paper is to 

optimize the classification error by using the genetic algorithm.. 

 
Fig 2. Classification of character recognition 

Related Work 

A huge amount of work has been carried out on handwritten 

devnagari characters. The character recognition systems for 

handwritten devnagari characters were started in the year 1977. 

N. Sharma and U Pal [25],  proposed a quadratic classifier-based 

scheme for the recognition of handwritten characters and 

received 80.36 % accuracy with the 11,270 dataset size. 

Sandhya Arora [6] proposed handwritten character recognition 

approach by combining the various feature extraction methods 

such as, Shadow features, CH histogram and finding 

intersection. The MLP based classifier technique is used and 

reported the accuracy of recognition as 92.30 %. Sandhya Arora 

[4], proposed handwritten character recognition approach for the 

shadow features, CH histrogram, View based features, and 

longest –run features and support vector machines and artificial 

neural networks and reported the 93.35 %  accuracy for the 7154 

data set size. 

R. J. Ramteke proposed a handwritten devnagari numerals 

recognition method for moment invariant features with template 

and elastic matching classifier for the dataset size 1593 
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and reported the accuracy 92.28%. N. P. Patil, K.P.Adhiya, S.P. 

Ramteke proposed an affine moment invariant based feature 

extraction technique.& the  fuzzy Gaussian membership 

functions for classification which is having accuracy rate of 

89.09%. K. R. Dahake and S.P. Ramteke proposed a histrogram 

and gray level co-occurrence matrix (GLCM) based feature 

extraction method and Euclidian distance classification 

technique for recognition of Marathi text newsprint. The 

reported accuracy is 80-90 %. 

The short summary of  literature survey, in presented in 

table 1. In which, the different classification and feature 

extraction methods along with accuracy (%) and dataset size is 

shown for particular authors. 

Proposed system model 

 
Fig 3. System Model 

The system model is as shown in figure 3 represents the 

various blocks for optical character recognition system 

Pre-processing 

In this step the input scanned image as shown in fig.4 is 

preprocessed. This step includes all pre- processing of all input 

document such as noise removal, normalization, compression 

[1]. The processes of pre-processing are: 

1.Conversion of original input RGB image into gray-scale 

image (i.e. 0-255 levels). 

2.Conversion of gray-scale image into the binary image based 

on threshold ( 0 or 1). 

3.Removing noise components from the image 

Segmentation 

In this step, the pre-processed input image is segmented. 

Image Segmentation has two forms external and internal. In 

external segmentation, the text is divided into paragraphs, lines 

and words. The horizontal scanning is used for the line 

segmentation. In internal segmentation, the each individual 

character is separated from the lines. The vertical scanning 

method is used for separating the characters from the lines or in 

text. After, spitting the each character the output of segmentation 

is given to the feature extraction [24]. 

 
Fig 4. Scanned handwritten input image 

Algorithm for line separation 
1.  Use the horizontal scanning method for separating lines from 

text. 

2. Count the white pixel in each row. 

3. Find minimum and maximum values of the rows  

4. Find minimum and maximum values of the columns 

5. This values of rows and columns gives no white pixels 

6. Replace all such rows and columns  by 1 

7. Invert the image to make empty rows as 0 and text lines will 

have original pixels. 

8. Crop the line from the min and max values of rows and 

columns. 

Algorithm for character separation 
1. Label and count connected components  

2. Use the vertical scanning method for separating characters 

from each lines. 

3. Count the white pixel in each row. 

4. Find minimum and maximum values of the rows  

5. Find minimum and maximum values of the columns 

6. This values of rows and columns gives no white pixels 

7. Replace all such rows and columns  by 1 

8. Invert the image to make empty rows as 0 and text lines will 

have original pixels. 

9. Crop the character. 

10.  Save the characters in separate file. 
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Fig 5. Segmentation output 

 

Feature Extraction 

The feature extraction step selects and prepares data which 

is used by a classifier to get the recognition task. The feature 

representation is based on removal of certain types of 

information from the image. The GA features is calculated by 

using Genetic Algorithm.  

The simple genetic algorithm has various steps. The 

algorithm [11] is a very simplified version of genetic algorithm 

and it is explained as followed : 

Algorithm simple GAs: 

Initialization [population size]; 

Evaluation [population size]; 

Generation:=0;[number of generations] 

-do 

Selected-parents:= selection[population]; 

Created-offspring:=recombination[selected-parents]; 

Mutation [created-offspring]; 

Population:=created-offspring; 

Evaluation [population size]; 

Generation:=geaeration+1; 

UNTIL stop-criterion; 

Population:  A population contains of n individuals where N is 

chosen by the designer of the GAs. In each individual there has a 

chromosome which consists of L genes. The population size can 

be chosen by the designer of GA’s it depends on the user of GA. 

Initialization of population: In this step, the initialization of 

the genes of all individuals randomly with 0's and 1's (assuming 

a binary encoding for simplicity). These individuals are the 

starting points in the search space for the simple GAs. The initial 

population size is selected to 20.  

Evaluation of population: The fitness function of each 

individual is calculated by decoding each chromosome and 

applying the fitness function to each decode individuals. The 

evaluation of the fitness functions is based on the criterion 

function. The Criteria function is the probability of 

misclassification. Thus, the fitness function is calculated by 

following formula, 

                                            

        (1) 

Where, Total Pats is the number of total data patterns to be 

observed and Correct Pats is the number of patterns correctly 

classified in the converted space with a feature subset of reduced 

dimensionality [5].      

Selection: After evaluating the population a specific individual 

from the population is selected to be the parents and that will 

used to create new individuals. There are many methods that are 

used to choose those parents the most popular is the roulette 

wheel selection (RWS) which select the individuals with higher 

fitness with a higher probability("selection of the fitter 

individuals").  

Recombination: This step is also called as cross-over. In this, 

the individuals from the set selected-parents are mated at 

random and each pair is used to create offspring using 1-point 

crossover or 2-point crossover. The cross-over probability Pc is 

selected in the range of 0 to 1. The Pc is the probability of cross-

over that how much points are to be interchanged from the 

parents to create the child. In this project work the crossover 

probability is selected as 0.4 [11]. 

Mutation: Mutation is process of changing at random the one or 

more genes for creating new offspring’s. Every chromosome is 

simply scanned gene by gene and with a mutation rate Pm a 

gene is changed/swapped, i.e. 0 to 1 or 1 to 0. The probability 

for a mutation is usually kept small, i.e. Pm = 1/L such that we 

can expect one mutated gene per chromosome. Mutation 

probability Pm is selected as 0.05 [11]. 

The genetic algorithm calculates the features of input test 

image by using the selection, crossover, mutation.. The genetic 

features of some characters are shown in table II . 

Classification: The classification phase is the decision making 

part of the recognition system. The performance of a classifier 

relies on the quality of the features. Thus, the feature extraction 

affects the performance of classification system. For the 

classification of characters three methods are used the 

comparative performance of the three methods are evaluated.  

The different classifiers are used of the 3 different methods i. e. 

Euclidean distance, K-NN classifier and GA classifier. The 

methods are explained as follows, 

Euclidean distance: In this method, the difference between gray 

values of training and testing samples are used for feature 

extraction and these features are used to classify for recognition 

the text. The minimum distance classifier based Euclidean 

distance is used for classifying the characters. The output of ED 

classifier is shown in figure 4. The Euclidean distance (D) is 

calculated by [2], 

D =                 (2) 
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Table 1. Survey of devnagari character recognition methods 

Author 
Methods Accuracy 

(%) 

Dataset 

Size Features Extraction Classifier 

N. Sharma & U Pal 

[24] 
CHCode Histogram Quadratic Classifier 80.36 11270 

Sandhya Arora[6] 

Chain Code Histogram, 

Finding Intersection 

& Shadow Features 

MLP 92.8 ─ 

N P Patil, 

K P Adhiya, 

S. P. Ramteke[3] 

MI & AMI 
fuzzy Gaussian membership 

functions 
89.09 1100 

K.Dhake, 

S. P. Ramteke[3] 
Histogram & GLCM Euclidian  distance 80-90 ─ 

R. J. Ramteke[8] Moment Invariant Template Matching 92.28 1593 

Sandhya Arora[4] 

Shadow Features, View based 

features, 

Longest run features 

SVM & ANN 93.31 7154 

 
Table 2.Ga features of some characters  

Characters GA features 

 

 

0.050980392156863 

0.047058823529412 

0.043137254901961 

0.054901960784314 

 

 

0.666666666666667 

0.588823529411765 

0.705882352941178 

0.740980392156900 

 

 

0.039215686274510 

0.035458714025412 

0.043137254901961 

0.047058823529412 

 

 

0.07450983921569 

0.07831372549020 

0.08235882532165 

0.07454321258691 

 

 

0.02345876258987 

0.03245487451258 

0.03545871400212 

0.03924578674510 

 

 

0.031372549019608 

0.035294117647059 

0.035294117647059 

0.042589745215898 

 
Table 2 .% Accuracy of Various methods 

 

I/P Image  

 

ED 

 

K-NN  

 

GA  

S1.jpg 91.49 93.62 97.87 

S2.jpg 80.00 85.71 91.43 

S3.jpg 89.74 92.31 94.87 

S4.jpg 86.42 93.33 96.67 

S5.pjg 87.42 91.39 94.70 

Average 87.01 91.27 95.11 
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K-NN Classifier: In pattern recognition, the k-Nearest 

Neighbors algorithm (or k-NN for short) is a non-

parametric method used for classification and regression. In both 

cases, the input consists of the k closest training examples in 

the feature space.The nearest neighbor classification algorithm 

(NN) is depend on the idea that, given a data set of classified 

examples, an unclassified individual should belong to the same 

class as its nearest neighbor in the data set. The implementations 

of nearest neighbor algorithms used the Euclidean distance 

metric, with the help of which the distance between two data 

points i and j is computed as follows:  

                     (3)  

Where,  is the value of the a
th 

attribute for the data.
 
The 

techniques described below for improving the performance of 

these algorithms will be effective no issue what distance metric 

is employed [20]. 

 
Fig 6. Output of ED classifier 

 

 
Fig 7. Output of K-NN classifier 

Genetic algorithm 
The classification of GA method is based on the GA 

features. The features of input samples as well as trained 

samples are calculated in feature extraction step by using the GA 

operators such as, selection, crossover, mutation, fitness 

function. The features of input data image i.e. testing samples is 

ga1 and the features of training samples is called as ga2. In the 

classification step, the difference between the both features of 

training and testing images is calculated by using following 

formula, 

                          (3) 

The average of that difference is calculated and again the value 

sorted to best matching to the class of testing sample. 

 
Fig 8. Output of GA classifier 

Results and Conclusion 

This paper compares the three classifiers for Devanagari 

text recognition. For this purpose five different input images are 

tested for the Euclidean distance classifier, K-nearest neighbor 

classifier and the genetic algorithm classifier. The results of 

classification for the % accuracy are given in table 2. Which 

shows the average accuracy of genetic algorithm is greater than 

the ED and K-NN. 

 
Graph 1. Average accuracy  

The average accuracy of genetic algorithm leads over the K-

NN and ED classifiers as shown in graph 1.the classification 

error should be minimum so as to efficient working of character 

recognition system. Thus, Graph 2 shows the classification error 

is optimized for the genetic algorithm up to 1.04. Hence, we can 

concludes that, The accuracy of genetic algorithm is 

comparatively better than that of K-Nearest neighbour and 

Euclidean distance classifier. 

 
Graph 2. Average classification error 
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