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Introduction  

Simulation of complex hydrological response in large 

watersheds for decades has prompted the need for procedures for 

autocalibration. The commonly available models of watershed 

hydrology are of the event type applicable on a basin scale or 

continuous models applicable on a field scale. But the watershed 

resources management (WRM) model is a basin-scale model for 

continuous simulation. It is generally applicable in planning, 

forecasting and operational hydrology, to the study of 

environmental impacts of land-use change and to soil and water 

conservation planning. Empirical equations, derived from 

relating physical quantities experimentally and validated 

independently, are employed. In every hydrological simulation, 

there is always a need for optimization and the optimization is 

carried out by best possible technique that will yield perfect or 

near perfect values for selected calibration parameters.  

Calibration is the process of determining the optimal or best 

solution corresponding to the most accurate representation of a 

real system by simulation. Calibration is not a simple task as 

there are quite a few model parameters that can be adjusted and 

many of them seem to affect the simulated hydrograph. The 

purpose of autocalibration is to simplify this task in an objective 

manner and it deals with systems and sub-systems analysis that 

can be extended to water resources planning and development 

(Lindstrom, 1997). Autocalibation is a computer-based 

procedure for simplifying this task i.e. a complete data 

processing by computer from a prepared program instruction in 

machine form for immediate use. Certainly, the model 

calibration problem could be programmed without difficulty 

through formulation of calibration and optimization problems. A 

multi-objective function measuring the closeness between the 

observed and simulated hydrographs with an optimization 

algorithm to search for the parameter values that minimize the 

objective function with some reasonable mathematical 

conditions is required in finding the optimal solution.  
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ABSTRACT  

The watershed resources management (WRM) model is a basin-scale model for continuous 

simulation. It is applicable in planning, forecasting and operational hydrology. Hydrological 

simulation requires calibration to match reality. In automatic calibration, optimization is 

carried out using selected model parameters. WRM model originally calibrated heuristically 

in FORTRAN for Curley’s and Mayne’s sub-watersheds Canada was converted to C# (C 

sharp) to allow flexibility in programming and to enable Graphic User Interface (GUI) 

creation, and autocalibrated for tropical watersheds. The WRM model was repackaged to 

run in normal and autocalibration mode. Two software programs, WRMGA and WRMGUI, 

were successfully developed, tested and applied. Genetic algorithm (GA) was employed as 

optimization technique. Four parameters (genomes) namely, the Manning roughness 

coefficient for land surface (MANN1), Manning roughness coefficient for stream surface 

(MANN2), Manning roughness coefficient for terrace surface (MANN3) and surface 

retention parameter (KRET) with high sensitivity were used to adjust the four input files 

(FOR001.DAT, FOR003.DAT, FOR005.DAT, optimized.dat and 

WRM.DAT.optimized.dat) for the autocalibration. Genomes were generated using a random 

number generator within specified ranges. The generated values were stored in a file, 

Optimized.dat, which the program calls up and uses to compute the best fit. For MANN1, 

MANN2, MANN3 and KRET, minimum values of 0.10, 0.01, 0.00 and 0.01 and maximum 

values of 0.18, 0.05, 0.05 and 0.05 respectively were set and used for optimization process. 

The optimization process with up to 1000 trials using these sets of minimum and maximum 

values gave optimized values of 0.1272, 0.0214, 0.0201 and 0.0102 for MANN1, MANN2, 

MANN3 and KRET respectively, with a best fitness test of 0.9998. Hydrograph plots of 

both the originally heuristically calibrated simulations for the watersheds and the 

autocalibration simulations for the same watershed were compared with measured 

hydrographs and statistically validated. WRM originally calibrated to the watersheds gave a 

regression coefficient (R) of 34.8% while the autocalibrated model gave 37% showing an 

improvement in the autocalibration scheme. The WRM model was successfully repackaged 

for autocalibration in this paper and could be employed by non-expert in hydrologic 

modelling.                                                                     
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Years back, the approach to runoff calculation involved a 

systematic error, resulting in an under or over-estimation of 

runoff amount, a hazard associated with manual calibration 

which is computationally inefficient with rough scaling results. 

Review of continuous simulation and autocalibration in 

hydrologic modelling for the past decade, revealed search 

techniques for model optimization, thus allowing for multiple-

criteria concept on alternative parameter sets that are optimal on 

the basis of multi-objective global optimization. This technique 

has been applied to models developed by Betson and Ardis 

(1978), Abbott et al., (1986) and Hodge et al., (1988).  

Mbajiorgu (1991, 1995a and b) developed the WRM model 

in relation to continuous simulation of agricultural watershed 

hydrology and conservation hydraulics structures which was 

then applied to two sub-watersheds (Curley’s and Mayne’s) in 

Canada. The WRM model was heuristically optimized and there 

was a need to develop automatic calibration for the same model 

which also could be applicable to the tropical watersheds.  

The focus of this work therefore, include: development and 

application of an automatic calibration procedure to an existing 

watershed hydrologic model developed by Mbajiorgu (1991, 

1995a and b); application of a suitable optimization procedure 

for automatic calibration of the WRM model; validation of the 

developed WRM models in relation to existing normal models 

for predicting the hydrograph pattern of the Nigerian 

watersheds; repackaging the WRM model with modified graphic 

user interface (WRMGUI) and genetic algorithm (WRMGA) 

software programs for user-friendliness and autocalibration 

capability in modelling of the same model that could be applied 

in the modelling of tropical watersheds. 

It is important to note here that hydrological simulations 

require calibration to match reality. The confidence that can be 

ascribed to the model simulation depends on the model 

uncertainty remaining after the model has been calibrated. Due 

to the fact that calibration process is different and complex, there 

is need for robust and reliable automatic calibration procedures. 

Extensive literatures (Duan et al., 1992; Luce and Cundy, 1994; 

Gan and Biftu, 1996; Freedman et al., 1998; Abdulla et al., 

1999) reveal that there exists no general algorithm for the 

solution of optimization problems. The choice of method 

depends on the characteristics of the system, the availability of 

data and the objectives and constraints specified (Knox et al., 

2001). The GA is recommended for use in the model 

autocalibration scheme, in the sense that the choice of a set 

value for model responses to specific study base is encouraging. 

Methodology 

The Watershed Resources Management (WRM) model 

developed for Canadian conditions in FORTRAN programming 

language was converted to C# (C Sharp), an object oriented 

programming language developed by Microsoft. The choice of 

C# is to allow flexibility in programming and to enable GUI 

creation, in order to directly input data for an application rather 

than creating an input file. The FORTRAN version of WRM 

model used subroutines, while the C# version of the model 

makes use of void functions to implement the same sub-

programmes.  

The WRM model was repackaged in such a way that it can 

be directly accessed from GUI. In order to implement the 

automatic calibration feature, the WRM model is programmed to 

run in two modes (normal and autocalibration modes). When the 

WRM is running in normal mode, no optimizable parameter 

values are needed but when it is running in autocalibration 

mode, the values of selected calibration parameters are needed.  

In order to achieve this, an input data file WRM.DAT was 

introduced to the main program. The WRM.DAT stores a value 

that tells the WRM Model the mode to run. When 0 is stored in 

the WRM.DAT, the WRM model runs in normal mode and 

when 1 is stored in it, the model runs in autocalibration mode. In 

order to make the model run in autocalibration mode, an 

additional subroutine called READOV (READ Optimizable 

Values) was introduced. READOV subroutine reads the values 

of the preselected parameters from a file called optimized.dat. 

Four input files (FOR001.DAT, FOR003.DAT, FOR005.DAT, 

optimized.dat and WRM.DAT. Optimized.dat) were used by the 

model to achieve the autocalibration.  

Genetic algorithm which is intelligence based non-

mathematical, non-deterministic but stochastic process or 

algorithm for solving optimization problems was adopted as the 

technique for autocalibration. Two software programs, genetic 

algorithm watershed resources management (WRMGA) and 

watershed resources management graphic user interface 

(WRMGUI) were successfully developed. WRMGA handles the 

autocalibration operation.  

Processed response/program development  

Three main classes Population, Genome and ListGenome, 

Figure 1, control the genetic algorithm. The processes involved 

were handled using these classes and the WRMGA interface 

which calls the population class. 

 

 
Figure 1. Unified modelling language (UML) class diagram 

of the WRMGA 

Computed responses/WRM model repackaging for GUI and 

automatic calibration 

The computed response/WRM model repackaging for GUI 

and automatic calibration was achieved using Figure 2. 

 
 

Figure 2. WRM genetic algorithm flow chart 
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From Figure 2, the initial generation of Genomes was 

produced using a random number generator. The fitness of the 

genomes was determined and the best solution obtained. The 

genomes that can reproduce were crossed-over in the allowable 

population. The fittest genomes of the two parent and two 

children resulting from the crossover were added to the next 

generation and random mutations through the next generation 

population was produced before looping back to step 2.  

The genomes here are the four parameters to be optimized. 

These parameters: MANN1; MANN2; MANN3 and KRET were 

used for autocalibration. These parameters were chosen for the 

autocalibration due to their sensitivity. 

WRM autocalibration process 

The autocalibration initial progress trial was set to zero and 

allowed to undergo a total trial set to 1000. The genomes 

(MANN1, MANN2, MANN3 and KRET values) were generated 

using random number generator with specific ranges. The 

generated values were stored in a file called optimized.dat so 

that the FORTRAN program (WRMGA) read up the values and 

use them to compute runoff values.  The computed runoff values 

were stored in a file called tmp.dat and then used in fitness test 

for best result. Figure 3 shows the WRM autocalibration process 

flowchart. 

 
Figure 3. Wrm Autocalibration Process Flowchart 

To run the heuristically calibrated model, there are seventy-

seven (77) input parameters stored in the following input data 

files (Figures 4 to 6): FOR001.DAT (for vegetation and 

watershed elements information); FOR003.DAT (for rainfall 

values); and FOR005.DAT (for pan evaporation values). 

 In running the model in autocalibration mode, importing 

data from external file involves the minimum and maximum 

values of the autocalibration parameters (MANN1, MANN2, 

MANN3 and KRET). A random numbe to produce random 

numbers distributed uniformly between 0 and 1 for WRM and 

WRMGA as normal and autocalibration modes respectively. 

Each run consisted of 1000 function r generator was adopted 

evaluation (iterations) for model optimization. 

 
Figure 4. Watershed elements input data file (FOR001.DAT) 

 

 
Figure 5. Rainfall input data file (FOR003.DAT) 

 

 
Figure 6. Pan Evaporation input data file (FOR005.DAT) 

The WRM.DAT file instructs the FORTRAN WRM model 

to run in normal mode showing a Console Window 

WRMMODEL output screen (FORTRAN version) in Figure 

7 

 

 
Figure 7. WRMMODEL output screen (FORTRAN version) 

Figure 8 shows the autocalibration WRM output model with 

the minimum and maximum values of the autocalibration 

parameters.WRMGA was introduced as an engine to compute 

different values of runoff. The computed runoff values were 

compared with the observed runoff values. Equation (1) was 

used to determine the fitness of the genomes. 

 



Uzoigwe, l. O and Mbajiorgu, C.C/ Elixir Civil Engg. 80 (2015) 31002-31008 
 

31005 

 
Figure 8. Autocalibration output window showing minimum 

and maximum values of the autocalibration parameters 

(genomes) 

Where  is the fitness and  is right hand side (i.e. the 

observed runoff values). The sum of difference was obtained as 

the difference of the observed runoff and the calculated runoff. 

The values of  ranged between  and 

; and the fitness values that are 

closer to 1.0 imply a good fitness while a fitness value of 1.0 

gives a better fitness that produces the accurate solution to the 

equation. A well fitted set of generation forms the initial 

population for the next generation and subsequently until the 

stopping criterion of fitness of 1.0 or very close to 1.0 is 

obtained or the maximum generation indicated in the program 

has been reached. 

Results  

The results of the autocalibrated, simulated and the 

heuristically measured runoffs data generated were statistically 

analysed. Considering  pairs of measurements or observations 

of , the degree of correlation or the goodness of fit 

( ) (i.e. the correlation coefficient) of the regression of 

on , Equations (2 to 5) were found useful for this 

application. 

 
Where the terms in Equation (2) are obtained from Equations (3 

to 5): 

 

 

The Regression Equation of  on  is obtained using 

Equation (6): 

 

Where  and  are constants to be determined from the data, 

and are respectively obtained from Equations (7 and 8): 

 

 

Where and , are mean of the dependent and the 

independent variable, respectively. 

The analysis of linear regression was extended to cover 

situations in which the dependent variable  is affected by 

several controlled variables,  and  (i.e. independent 

variables). In such case, a linear multiple regression equation 

(LMRE) of the form expressed in Equation (9) was used to 

obtain the regression equation of  on  and . 

 

Where ,  and  are constants (estimators) obtained 

respectively as follow: 

 

 

 
Where the terms of Equations (11 and 12) are obtained from 

Equations (13 to 18): 

 

 

 

 

 

 
Using Equations (10 to 18), the degree of correlation or the 

goodness of fit ( ) of the regression of  on  

and , as found from Equation (19) is: 
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Based on the statistical Equations (2 to 19), the statistical 

analyses of the runoff hydrographs generated in this work were 

carried out and their respective regression equations formulated. 

Also, the scatter diagrams were plotted to determine the degree 

of deviation of the dependent variable from the independent 

variable.  
Representing the autocalibrated, heuristically measured and 

simulated runoff data as   and  respectively as 

shown in Table 1, the followings were estimated: 

i. Correlation coefficient of simulated runoff data on 

heuristically measured runoff data ( ) and the regression 

equation; 

ii. Correlation coefficient of autocalibrated on heuristically 

measured runoff data ( ) and the regression equation; 

iii.  Correlation coefficient of autocalibrated on simulated 

runoff data ( ) and the regression equation; 

iv. Correlation coefficient of autocalibrated on heuristically 

measured and simulated runoff data ( ) and the 

regression equation. 

 Regression analysis of heuristically simulated runoff data, 

 on measured runoff data,  

Using Table 1 and Equations (2 to 8), the correlation coefficient 

 and the regression equation of  on  can be 

obtained by putting  and  in the respective 

equations so that the standard errors S
2
 shows: 

 

 

 

 

 

The regression equation of simulated runoff data ( , 

on measured runoff data ( , is given by Equation (20). 

 

The correlation coefficient  is computed as follows: 

 

 
The scatter diagram for the regression analysis is shown in 

Figure 9. 

 
Figure 9. Scatter diagram of heuristically simulated runoff 

data (  on measured runoff data (  

Regression analysis of autocalibrated runoff data,  on 

heuristically simulated runoff data, .Similarly from Table 1 

and Equations (2 to 8), the correlation coefficient  and the 

regression equation of  on  can be obtained by putting 

 in the respective equations so that: 

 

Table 1. Regression analysis computation 

Autocalibrated  Measured  Simulated        

12.1 9.1 12.1 146.41 82.81 146.41 110.11 146.41 110.11 

12.1 9 12.1 146.41 81 146.41 108.9 146.41 108.9 

12.1 8.9 12.1 146.41 79.21 146.41 107.69 146.41 107.69 

15.91 8.9 13.38 253.1281 79.21 179.0244 141.599 212.8758 119.082 

39.93 8.9 39.58 1594.4049 79.21 1566.5764 355.377 1580.4294 352.262 

41.96 8.9 42.5 1760.6416 79.21 1806.25 373.444 1783.3 378.25 

49.56 8.9 48.86 2456.1936 79.21 2387.2996 441.084 2421.5016 434.854 

50.3 8.9 48.82 2530.09 79.21 2383.3924 447.67 2455.646 434.498 

51.59 8.9 50.75 2661.5281 79.21 2575.5625 459.151 2618.1925 451.675 

51.02 8.9 51.4 2603.0404 79.21 2641.96 454.078 2622.428 457.46 

50.1 8.9 50.89 2510.01 79.21 2589.7921 445.89 2549.589 452.921 

52.98 8.9 53.19 2806.8804 79.21 2829.1761 471.522 2818.0062 473.391 

54.15 8.9 54.85 2932.2225 79.21 3008.5225 481.935 2970.1275 488.165 

56.44 8.9 56.71 3185.4736 79.21 3216.0241 502.316 3200.7124 504.719 

55.39 8.9 56.18 3068.0521 79.21 3156.1924 492.971 3111.8102 500.002 

51.57 8.9 52.87 2659.4649 79.21 2795.2369 458.973 2726.5059 470.543 

40.95 8.9 41.9 1676.9025 79.21 1755.61 364.455 1715.805 372.91 

38.13 8.9 39.08 1453.8969 79.21 1527.2464 339.357 1490.1204 347.812 

13.75 11.5 13.77 189.0625 132.25 189.6129 158.125 189.3375 158.355 

13.73 11.5 13.76 188.5129 132.25 189.3376 157.895 188.9248 158.24 

 

 
       

24002.16 22976.5 24009.3 3044490.35 1469018 2975132.9 1169716.2 2963480.97 1118903 

 
        

27.84473318 26.65487239 27.85301624 3531.89135 1704.197 3451.4303 1356.9794 3437.91296 1298.032 
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The regression equation of autocalibrated runoff data ( , 

on heuristically simulated runoff data ( , is given by 

Equation (21). 

 

The correlation coefficient  is computed as follows: 

 

 
The scatter diagram for the regression analysis is shown in 

Figure 10. 

Figure 10. Scatter diagram of autocalibrated runoff data 

(  on heuristically simulated runoff data (  

Regression analysis of autocalibrated runoff data,  on 

measured runoff data,  

Also, from Table 1 and Equations (2 to 8), the correlation 

coefficient  and the regression equation of  on  can 

be obtained by putting  in the respective equations so 

that: 

 

 

 

 

 

The regression equation of autocalibrated runoff data ( , 

on measured runoff data ( , is given by Equation (22). 

 

The correlation coefficient  is computed as follows: 

 

 
The scatter diagram for the regression analysis is shown in 

Figure 11. 

 
Figure 11. Scatter diagram of autocalibrated runoff data 

(  on measured runoff data (  

The recorded hydrographs in graphical modes as time series 

for measured and heuristically simulated, measured and 

autocalibrated, heuristically simulated and autocalibrated, and 

measured, heuristically siumulated and autocalibrated results are 

shown in Figures 12 to 15. 

 
Figure 12. Measured and heuristically simulated 

hydrographs 

 

 
Figure 13. Measured and autocalibrated hydrographs 

 

 
Figure 14. Heuristically simulated and autocalibrated 

hydrographs
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Figure 15: Measured, heuristically simulated and 

autocalibrated hydrographs 

Discussion  

 From the result of the model simulated and measured, it 

remains the fact that hydrology is yet to evolve to expected 

science due to model assumptions, limitations in physical and 

operational representation as well as unavailability and accuracy 

of model testing data. The errors associated in the model 

structural representation and model parameters, led to the 

application of regression analysis for quantitative comparisons.  

 However, the statistically analysed measured and 

heuristically calibrated hydrographs which gave a regression 

coefficient (R) of 34.8 % compared with the autocalibrated 

hydrograph with measured hydrograph of 37 %, Figures 9 and 

11 showing appreciable improvements of 2.2% with the 

autocalibration scheme. The heuristically calibrated hydrograph 

and the autocalibrated had R of 98 % which is much more 

similar with R of GA fitness test of 99 %, Figures 10 and 5.4 

respectively. However, autocalibration involves a more 

objective procedure that can be employed in hydrologic 

modelling. 

 The 37 % shown as correlation coefficient of the 

autocalibration may be attributed to the four parameters 

(MANN1, MANN2, MANN3 and KRET) employed in the 

heuristic calibration, which were used for automatic calibration. 

With more parameters included in the autocalibration model, a 

more reliable model performance is to be expected, bearing in 

mind that the simulated result is also acceptable in hydrology 

and related fields. 

Conclusion 

The results from the research into automatic calibration of 

WRM model as presented repackaged the original WRM 

FORTRAN model using WRMGA approach which computes 

and stores only runoff during optimization process and 

WRMGUI as an interface that brings together the integrated 

WRM/WRMGA.  

Calibration was performed by adjusting parameters of initial 

simulation of Upper Wilmot watershed using Curley’s and 

Mayne’s sub-watersheds in Canada which was manual or 

heuristic calibration requires considerable expertise and could be 

time consuming. Adopting methodology for optimization and 

autocalibration repackaged the original WRM model to 

autocalibration mode. The WRM GUI software developed has 

about 14 window forms and 2 user controls and each has 

different functions applying GUI in the computation. The 

functions are direct conversions of already existing FORTRAN 

subroutine modules of WRM model into C# programming 

language. The WRM model been repackaged in autocalibration 

mode, considered the merits of optimization, calibration, 

validation and statistical analyses of simulated output, leading 

the way to an important aspect of water resources planning and 

development. 
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