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Introduction  

One of the most common diseases known diabetes or 

diabetes in the world. According to reports, about 222 million 

people worldwide suffer from the disease [1,2،3]. Mainly 

through testing blood sugar Diabetes (Plasma, Glucose, Fasting 

(which is detected is divided into three categories. Diabetes type 

I or insulin-dependent diabetes (IDDM) mostly at a young age, 

children can be seen. Diabetes type II or increasing use of fuzzy 

sets in medical diagnosis has been observed. been many 

approaches in terms of several studies which, at best, the neural 

network RBF [4], neural network MLP [5], KNN near 

neighborhood [6], evolutionary algorithms [2] algorithm and 

SVM [7], and fuzzy decision trees [8] and hybrid systems, 

Fuzzy-BPSO-SVM-NN [9] are introduced and investigated. 

Firstly, the general procedure described Then according to the 

contents of (1) to describe the outline of discussion. 

 
Figure 1. Model for proposed method 

Feature selection algorithms identify the features that are 

relevant but not redundant to the solution. The main task is to 

rank the relevant features based on their fitness values. There are 

many algorithms that use a greedy search through the solution 

space. Decision tree algorithms such as Quinlan’s ID3 [10] and 

C4.5 [11], CART proposed in [12], are some of the most 

successful supervised learning algorithms. Michalski (1980) 

proposed the AQ learning algorithm. Narendra and Fukunaga 

(1977) presented a Branch and Bound algorithm. A well known 

algorithm that relies on relevance evaluation is RELIEF [13]. 

Subset search algorithms [14] search and capture the 

goodness of each subset. There are again many algorithms that 

are exhaustive, heuristic and random search. Clustering 

algorithms are also used for feature selection process for which 

ROCK [15], CACTUS [16] are few of them. Naive Bayes vs 

Bayes’ Rule is the basis for many machine-learning and data 

mining methods [17]. As for other clinical diagnosis problems, 

classification systems have been disease diagnosis problem. 

Among many[18], Tooling, RA obtained 50.00% classification 

accuracy by using algorithm. [18] WEKA, RA obtained a 

classification accuracy of 58.50% using Induct algorithm while 

Tool diag, RA reached to 60.00% with RBF algorithm. [18] 

Again, WEKA, RA applied FOIL algorithm to the problem and 

obtained a classification accuracy of 64.00%. [18] MLP+BP 

algorithm that was used by Tool diag, RA reached to 

65.60%[18]. 

The classification accuracies obtained with T2, 1R, IB1c and 

K* which were applied by WEKA, RA are 68.10%, 71.40%, 

74.00% and 76.70%, respectively. [18] Robert Detrano used 

logistic regression algorithm and obtained 77.0% classification 

accuracy.  

Cheung utilized C4.5, Naive Bayes, BNND and BNNF 

algorithms and reached the classification accuracies 81.11%, 

81.48%, 81.11% and 80.96%, respectively [18]. Among the 

various methods given above the proposed method proves to be 

more efficient and cost-effective.  

Proposed Method 

First data from the database [19] extracted using a genetic 

algorithm to select features are more important then the data by 

the decision tree (DT) have been exploring the best space 

research and the way the input space unit to patients (output) 

relative is sick or healthy depicted symbolically by providing a
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tree. artificial neural networks  to estimate, education, 

adaptability, machine learning, is used to detect and diagnose 

the disease. Figure 1 illustrates the entire process of this research 

Data Set Description 

In our work we have used Pima Indian Diabetes data 

sets[19], for training and testing the neural network model.  

Pima Indian Diabetes Dataset 

Several constraints were placed on the selection of these 

instances from a larger database. In particular, all patients here 

are females at least 21 years old of Pima Indian heritage.  

Attribute Information:  

1. Number of times pregnant  

2. Plasma glucose concentration a 2 hours in an oral glucose 

tolerance test  

3. Diastolic blood pressure (mm Hg)  

4. Triceps skin fold thickness (mm)  

5. 2-Hour serum insulin (mu U/ml)  

6. Body mass index (weight in kg/(height in m)^2)  

7. Diabetes pedigree function  

8. Age (years)  

9. Class variable (0 or 1) 

 
Figure 2. Database of distribution 

Extracting Optimal Patterns Using Genetic Algorithm 

Genetic algorithms, vision of genetics and the theory of 

evolution Darwin and is based on the survival of the greatest or 

natural selection. A common use the genetic algorithm to use it 

as a function is the optimal [20-22]. In the genetic algorithms, 

how genetic evolution simulation organisms. In each phase of 

implementation of the genetic algorithm, a group of the search 

of random processing. so that every point to a series of 

characters is attributed to the and on the following the 

application of the genetic operators. Then the tail Decode came 

to a new points in the search space. In late on the basis that the 

objective function in any of the value of the points. the 

likelihood of them in the next stage will be determined [23-27]. 

may be extracted in all the characteristics of target samples from 

the goal, or even in some cases may exacerbate the results. to 

solve this problem in the paper of binary evolutionary algorithm 

to find the dominant features. We the evaluation to consider 1 

Fitness=w(s)+(n-s)/n (1) 

w (s) shows the taxonomy for the accuracy of the following 

a series of s, s represents the number of selected features and n 

represents the total number of features. (according to Equation 

1)  4 to 8 feature, which includes: blood plasma glucose 

concentration in two hours, body mass index, diabetes, and is 

the age.   

begin 
i=0 /* i: number of iteration*/ 

initialize P(i) /* P(i): population for iteration I */ 

compute f(P(i)) /* f: fitness function */ 

perform until (non termination condition) 

begin 
i=i+1; 

choose two parents P1 and P2 from P(i-1) 

perform genetic operations 

{ 

crossover; 

mutation; 

} 

reproduce a new P(i) 

compute f(P(i)) 

end-perform 

end 

Figure 3. Schema - a genetic algorithm [13] 

The Implementation of The Model of The Neural Network 

and Tree Decision C & R tree a method based on parts and 

components of a return to the educational records into pieces 

and division by greed and other important sectors of any step, 

and we are divided. You see decision trees in Figure 4. 

 
Figure 4. Decision trees you see code decision trees in of the 

proposed model in Figure 5. 

glucose_tol <= 127.500 [ Mode: no ]  

 age <= 28.500 [ Mode: no ] => no  

 age > 28.500 [ Mode: no ]  

  mass_index <= 26.350 [ Mode: no ] => no  

  mass_index > 26.350 [ Mode: no ]  

   glucose_tol <= 99.500 [ Mode: no ] 

=> no  

   glucose_tol > 99.500 [ Mode: yes ]  

    pedigree <= 0.561 [ Mode: 

no ] => no  

    pedigree > 0.561 [ Mode: 

yes ] => yes  

glucose_tol > 127.500 [ Mode: yes ]  

 mass_index <= 29.950 [ Mode: no ]  

 glucose_tol <= 145.500 [ Mode: no ] => no  

  glucose_tol > 145.500 [ Mode: yes ] => yes  

 mass_index > 29.950 [ Mode: yes ]  

  glucose_tol <= 157.500 [ Mode: yes ]  

   age <= 30.500 [ Mode: no ]  

    diastolic_pb <= 61 [ Mode: 

yes ] => yes  

    diastolic_pb > 61 [ Mode: 

no ] => no  

   age > 30.500 [ Mode: yes ] => yes  

  glucose_tol > 157.500 [ Mode: yes ] => yes 

Figure 5. Code decision trees in of the proposed model 
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neural networks, one of the most powerful functions are 

expected. They to at least to learn mathematics and science. 

software used by combining several properties tries to the neural 

networks in bottlenecks and of these traps. Six method of 

education to make the neural networks are: 

Six method of education to make the neural networks 

1. Quick: these laws to seek and find the characteristics of the 

data, by a framework (topology). 

 2. Dynamic: this way to create a primary school, but the way it 

set out on the basis of and / or and undercover units). 

 3. Multiple: this method of several different topologies at once 

create (the number of networks depends on the training data). 

4. Prune: This major networks beginning and then with the 

greed of the weakest units in the mud and mud Education 

entrance. The way more slowly and slower than other methods, 

but the results of that and better than others.  

5. RBFN: the way a technology like the clustering algorithm K-

means is about to work on the basis of the value of the target 

field. 

 6. Exhaustive prune: the way to the network is greed, 

beginning with a large network, starting with the greed of the 

weak network of secret layers and network, smaller and more. In 

this way, training parameters are choosing to seek ways of 

possible models to get the best models that we can. this method 

is the slowest neural network and a lot of time spent on 

education, but most of the best results. the most important 

characteristic of filling their top decision-making power in 

crushing a complex issue as a result of the smaller issues and 

provide a solution is understandable. priority attributes after 

three neural network mentioned in the Figure 6. As is apparent 

feature blood plasma glucose concentration in two hours, after 

which the priority of body mass index properties in the neural 

networks of all the attributes and characteristics of the frequency 

of pregnancy and priorities of blood pressure. 

 
Figure 6. The priority of attributes after three neural 

network 

The evaluation of the proposed method. In the first data 

from the database and using a binary genetic algorithm 

randomly initial population that at the beginning of a 

chromosome 8 Biti would be elected and using fitness function 

to extract the dominant features of course which led to a decline 

in the features of 8 4 to. Then, with the use of the decision of the 

trees that would be able to produce descriptions of the 

understandable, a collection of data that can be classified as to 

predict and used [28] production rules. decision-making 

structure could be in the form of computational techniques to 

describe, and classification of a set of data also help introduce 

[29]. After using neural network in this project, the proposed 

method of a multilayer perception and Quick RBFN and then 

with the algorithm for training. 

 
Figure 7. Three neural network with the decision 

Confusion matrix 

Confusion matrix a tool to show the accuracy of the 

Conclusions Several different classifications to show that the 

relationship between the results and the use of the anticipated. 

that its format, according to the following formulas. in which 

Table 1. Table Matrix 

 
 

PREDICTED CLASS 

 Class0.0 Class1.0 

ACTUAL CLASS 
Class0.0 a (TP) b (FN) 

Class1.0 c (FP) d (TN) 

 True Positive : expected the number of the right in the class 

0.0 

 False Negative: the number of predictions wrong in the class 

0.0 

 FP: the number of predictions wrong in the class 1.0 

 TN: expected the number of the right in the class 1.0 of the 

following formulas for the evaluation of the models 

 

 

(2) 

 

(3) 

First, the result of the proposed model in Table 2 we see. So 

with regard to the results achieved in the diabetic patients Quick 

neural network of other models better neural network. Finally, 

with regard to the implementation of the proposed model 

forecast accuracy educational records 96/16 % forecast accuracy 

and records 94/49 % even test. 

Table 2. The Results of the System 

 
Based on the above formulas, the accuracy values are obtained 

http://en.wikipedia.org/wiki/Multilayer_perceptron
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Error value to obtain: 

 
Confusion matrix obtained from the following article, we would 

like to see. 

Table 3. Confusion matrix 

 
Deduction  

In this opportunity also to compare the performance of 

systems relatively similar) as far as the authors are see hybrid 

system similar Found (was shown by the hybrid system 

proposed complexity lower results reasonably well in Table 4 

compares the method with [30] ANFIS, evolutionary algorithm 

[30], k the near neighbors [6] and DT [31] and has been 

Table 4. The Results of The System 

percent forecast accuracy diabetes data mining technique 

77/34 SVM 

76/73 SSVM 

76/30 Navies Bayesian 

72/91 AD Tree 

71/22 Decision Table 

69/14 Kstar 

73/40 ANN 

71/84 FLANN 

76/89 MLP 

75.55% Amin K near neighbor 

90/23% PROPOSED 
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