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Introduction  
A brain computer interface provides a direct pathway 

between the brain and an external device. It completely opens 

new communication channel without using any of peripheral 

nervous or muscles to help disabled people. In order to open this 

pathway, the brain’s electrical activity, generated by neurons and 

postsynaptic potentials, must be monitored. Several invasive and 

non-invasive methods can be presented for recording brain 

activity. In invasive methods such as Electrocorticography 

(ECoG), single microelectrode (ME), microelectrode array 

(MEA), and local field potentials (LFPs), the skull should be 

split surgically and the electrodes should be placed inside the 

skull, on the cortex of the brain [1]. However, in non-invasive 

methods such as EEG recording, the brain activity is recorded by 

placing electrodes over the skull above the cortex [2], [3]. The 

main disadvantage of EEG recording and any other non-invasive 

methods compared to invasive ones, is their very weak spatial 

resolution which makes them hard to locate the exact spot of the 

activity. Because the skull causes spatial smearing of the signal, 

two third of any activity generated by the neurons is lost due to 

misalignment of the firing neurons. In fact, in this method any 

activity can only be measured on the surface of the cortex which 

leaves out the majority of the neurons, since the voltages 

measured are extremely low. But the reason why EEG recording 

was selected as the measurement method of brain activity is 

based on its ease of appliance: there is no need for splitting scalp 

to place electrodes. Other reasons are related to the portability of 

devices and excellent temporal resolution (milliseconds range). 

Any variation in brain activity will be registered almost 

instantaneously. An EEG recording based BCI system is 

designed to extract specific features of EEG activity and use 

them in order to control the system. Different algorithms are 

presented toward this goal. The main idea is the appropriate 

features extraction for appropriate classification. 

In this paper, the proposed method uses PCA for extracting 

principle features from the EEG segments. Different partitions of 

each signal have different levels of power in classification, so 

the first step is partitioning signals into several windows and 

then extract fitting feature vectors from each window 

distinguishably. The final feature vector is made by placing 

these feature vectors side by side. To maximize the efficiency of 

the algorithm, two methods were used, PSO vs. GA. They test 

the power of the classifier with different combinations of 

windows for finding the best solution. Finally, the power of GA 

and PSO are compared. The results show that GA is a better 

method for finding the best solution in a big space.  

Dataset of mental tasks 

The dataset used in this paper is recorded by Researchers of 

CEBL laboratory of Colorado University. Seven chosen subjects 

were asked to perform five mental tasks. The subjects were 

seated in a sound controlled booth with dim lighting and 

noiseless fans for ventilation. In order to obtain the highest 

influence of EEG signal, the electric activity of different points 

of cerebral cortex had to be measured [4], [5]. One electrode cap 

elastic was used for recording EEG signals, from channels O1, 

O2, P3, P4, C3 and C4 in 10-20 system. The electrodes were 

connected through a bank of Grass 7P511 amplifiers and band 

pass filter with 0.1--100 Hz Range. Each task was recorded 

through 10 seconds and the sampling rate was 250 Hz with a 

Lab Master 12 bit A/D converter mounted in an IBM-AT 

computer. Each task was repeated five times per session [6]. 

Subjects were asked to perform the five mental tasks: 

• Baseline: the subjects were asked to be relaxed with no 

thinking (about anything) and no movements. 

• Letter Task: The subjects were shown images of words as 

each word was indicative of a friend or family member (e.g., 

“father”, “mother”, “aunt”, “uncle”, etc.); they were instructed to 

compose mentally a letter to a friend or relative without 

vocalizing or making any physical movements. 
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• Math Task: The subjects were given nontrivial multiplication 

problems, such as 63 times 84, and were asked to solve them 

without vocalizing or making any physical movements.  

• Geometric Figure Rotation: The subjects were shown images 

of three-dimensional figures, and asked to visualize them being 

rotated around an axis. The figures were all three-dimensional 

extrusions of randomly drawn two-dimensional shapes. 

• Visual Counting task: the subjects were asked to imagine a 

blackboard and visualize numbers written on the board, one after 

another, sequentially in ascending order, as the previous numeral 

was to be erased before the next was written. 

Proposed method 

The Careful analysis of the EEG signals can provide 

valuable insight and improve understanding of the mechanisms 

detection. As EEG signals are non-stationary, those methods that 

analyze the signals in frequency domain are not highly 

successful. However, using techniques in time component 

domain or time-frequency domain in order to extracting efficient 

features, can provide appropriate results [6], [7]. The proposed 

method uses PCA for extracting features from EEG time Series. 

Different sections of the signals have different resolutions in 

classification. Therefore, the first step is partitioning signals into 

several windows, and then finding the best windows in 

classification by PSO and GA algorithms. For making the final 

feature vector by PSO or GA, KNN is used for classifying 

signals. Fig.1 shows the proposed method flowchart. 

 
Fig 1. The Flowchart of Proposed Method 

Partitioning signals 

Before classifying EEG signals, the first step is 

preprocessing. Different sections of each signal have different 

power in classification signals. Therefore, a good way is 

dividing signals into several windows, and then extracting 

features window by window. In this paper, signals with 10-

second length are divided into twenty windows with 0.5 second 

length. For extracting appropriate features from each window, 

PCA algorithm is used to make twenty feature vectors. From 

placing these vectors side by side, the final feature vector is 

created. Fig.2 shows the five first half-second windows of 

baseline task related to subject1. With removing some windows 

from signals, the performance of the classifier is increased. 

Thus, for obtaining the best structure of signals, first the power 

of each window in classification should be evaluated So, for 

each window of signals, we should classify test signals to 

evaluate that window. The success rate (TP) of each window is 

shown in Fig.3. Fig.3 shows that the highest TP achievement is 

in windows 8 and 10.  

 
Fig 2. The EEG signal of baseline task related to subject1 

and its five first half-second windows 

 
Fig 3. The power of each window in classification 

Feature Extraction Using PCA 

The Principle Component Analysis (PCA) is a classical 

well-structured method for feature extraction, which has been 

used several times in BCI researches [8]-[10]. 

PCA is generally used for dimensional reduction of the original 

data into its first d Eigen vectors (Fig.4) [11]-[14]. It converts a 

set of features of possibly correlated variables into a set of 

values of uncorrelated (orthogonal) variables called principal 

components which are minimal but sufficient. PCA causes a 

consistent increase in the speed of the classification, so it is a 

fast and useful method for extracting features [15],[16]. 

Feature Selection 

The Extracted features are also relevant for classification 

and irrelevant which play no important role in the classification. 

An appropriate selection of features can actually improve the 

classifying and generalizing ability of the classifier, and can 

increase the speed and performance of the system. For selecting 

such features, there are different feature selection methods. 

Therefore, we use genetic algorithm and Particle Swarm 

Optimization separately to select the best combination of 

features. 

The PCA algorithm 

The initial data matrix should be supplied. first for each 

window of signal that is a matrix with several rows, convert it 

into a vector of M × 1 dimension by placing its rows side by 

side. Then place each vector in each column of an initial matrix 

X with M*N dimension. For applying PCA method on the initial 

matrix X, these steps were followed: 

First, calculating the empirical mean (Eq.1): 

1

1
[ ] [ , ]

N

n

U m X m n
N 

 
                            (1) 

Second, calculating the standard deviations from the mean 

(Eq.2):  
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B X uh    , h[n]=1 for n=1,…,N                     (2) 

Third, finding the covariance matrix (Eq.3): 

             

* *1
[ ] [ . ] .C E B B E B B B B

N
    

   (3) 

 Finally, calculating the eigenvectors and eigenvalues of the 

covariance matrix (Eq.4): 

           V
-1 

C V= D                                                                (4) 

The first principal component has as high a variance as 

possible, and each succeeding component in turn has the 

possibly highest variance. After rearranging the eigenvectors in 

order of decreasing eigenvalues, a subset of the top eigenvectors, 

as basis vectors, is selected and then the source data is converted 

to z-scores. Eq.5 and Eq.6 shows the creation of an M×1 

empirical standard deviation vector from the square root of each 

element along the main diagonal of the covariance matrix C:  

{ [ ]} [ , ]S s m C p q 
for p=q=m=1,…,M          (5) 

    .

B
Z

s h


                                                              (6) 

With projecting the z-scores of the data onto the new basis, 

the final transformed data is obtained (Eq.7). In Eq.7 W
*
 is the 

conjugate transpose of the eigenvector matrix [16]. 
*.Y W Z                                                               (7) 

 
Fig 4. Feature Extraction Using PCA for EEG Signal of Five 

Mental Tasks 

Genetic Algorithm (GA) 

Genetic algorithm is an iterative method that examines 

different solutions in a large space to find the best solution. This 

method consists of four steps:  

1. Producing initial population 2.Evaluation 3.Reproduction 

(selection and crossover) 4. Mutation. 

In the first step, a population of chromosomes is generated. 

Each chromosome represents an independent solution. In this 

paper, each chromosome selects a singular combination of 

windows and new form of the signals made. 

In the evaluation step, the power of each chromosome in the 

problem solving is to be examined. For this purpose, after 

forming new signals based on each chromosome, we classify test 

emails by KNN. The success rate of the classifier is saved as 

fitness value of that chromosome.  

After evaluating chromosomes, in the selection step, half of 

the best chromosomes are selected based on their fitness values. 

With combining the best of chromosomes in crossover step, a 

new population will be created that is smarter than the previous 

one. The new population is replaced with the previous 

population and will be used in the next iteration of the algorithm. 

Commonly, the process terminated when either a maximum 

number of iterations achieved, or a satisfactory fitness value is 

obtained for one of the chromosomes. At the end of each period, 

the mutation step would be applied on the chromosomes. In this 

operation, a chromosome is randomly selected from the last 

population and one or more of its genes will be changed 

randomly. Therefore, the modified value of that chromosome 

usually does not exist in any of its parents. At the end of the 

optimization step, the best chromosome from the last population 

is selected and the new signals are formed based on that. The 

volume of the new signals is lower than the previous, but the 

power of the classifier has increased and the classifier is more 

efficient in time and performance [17]. 

Particle Swarm Optimization (PSO) for the EEG signal 

detection 

The Particle Swarm Optimization (PSO) is a population 

based stochastic optimization technique that models behavior of 

birds within a flock. This method was applied successfully on a 

wide range of optimization problems [18], [4]. Similar to GA, 

PSO's aim is finding the optimal solution by searching complex 

space via collaboration and competition of particles and 

individuals. Particles within the swarm move in search space and 

learn from each other through local and global interactions [19]. 

When an appropriate solution found by one of the particles, all 

particles follow it in order to be more similar to the best particle. 

Different neighborhood types form different structures of the 

PSO, such as star topology, ring topology and wheels topology 

[20], [21]. For applying PSO, one should consider different 

combinations of windows as different solutions and construct 

initial particles. After making the final feature vector by PCA, 

we classify signals by KNN. The true positive of classifier are 

saved as fitness value of that particle.  

In the original formulation of this algorithm [22], each 

particle defines a potential solution to the problem in a D-

dimensional space. The particle i is represented in a D-

dimensional space as:  

Xi = (xi1, xi2, xi3, …,xiD ) 

In addition, the velocity for the i
th

 particle represented as: 

Vi = (vi1,vi2,vi3,…,viD) 

The new position of each particle is introduced as follow: 

1 1 2 2*| |*( ) *| |*( )i i i

k pBest k gBest kV R X X R X X    
  (8) 

1

i i i

k k kX X V  
                                                             (9) 

Where η1 and η2 are positive acceleration constants and |R1| 

and |R2| are positive random numbers generated according to the 

absolute value of the Gaussian probability distribution, i.e. abs 

(N(0, 1)). 
k

iV
is the velocity vector of the i

th
 particle which 

simulates the optimization process and reflects the socially 

exchanged information [13],[23]. 

Each particle maintains a memory of its previous best 

position. Xpbest expresses the best previous position of the i
th

 

particle, which has better fitness value ever. Xgbest represents the 

particle which has the best fitness value in all particles X
i
k. The 

optimized sampling process stopped if the best fitness value 

Xgbest reaches a certain threshold or the number of iterations gets 

to the certain value. After optimization, one can get the particles 

that are distributed around the best area [20], [21]. 

KNN classifier with different similarity measure 

The K-Nearest Neighbor (KNN) is relatively a simple and 

discriminative nonlinear classifier. It assigns a class to a test 

feature vector according to its k nearest neighbors in training set 

[24]. The KNN is not very popular for EEG applications, maybe 

because they are known to be very sensitive to the high 

dimensional feature spaces. However, in a low dimensional 

feature space, similar to the feature space of this paper, maybe it 

is an efficient classifier [25]. In order to measure the distance in 

the KNN method, several similarity measures exist that define 

http://en.wikipedia.org/wiki/Mutation_(genetic_algorithm)
http://en.wikipedia.org/wiki/Population
http://en.wikipedia.org/wiki/Chromosome_(genetic_algorithm)
http://en.wikipedia.org/wiki/Chromosome_(genetic_algorithm)
http://en.wikipedia.org/wiki/Algorithm
http://en.wikipedia.org/wiki/Chromosome_(genetic_algorithm)
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different types of the KNN. In this paper, four similarity 

measures are introduced and implemented and the power of 

them are compared. These distances are represented by 

Equations 10-13. In these formulas, qi is related to the i
th

 

component of the k
th

 feature vector of test data, and pi represents 

i
th

 component of k
th

 feature vector of training data. For example, 

the metric Euclid Distance kj, calculates the Euclid distance 

between k
th

 test data to the j
th

 training data. Another metrics are 

City Block, Chebishev and cosine metrics. 

2

1

tan ( )
n

kj i i

i

EuclidDis ce p q

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                  (10) 

1

| |
n

kj i i

i
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 
                                    (11) 
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 


 
     (13) 

Experimental Results 
The proposed method was examined on the 325 EEG 

signals the 260 of which were used for training system and 65 of 

which for testing system. The power of the KNN, for different 

similarity measures were examined as they are shown in Fig.5. 

These results show that City block metric has the best results in 

classifying EEG signals by the KNN. So this metric is used in 

next parts of the proposed method. 

 
Fig 5. Comparing different similarity measures in KNN 

In order to find the best combination of windows using GA 

as feature selection method, the true positive was increased by 8 

percent. This method was examined with 12 chromosomes and 

with different number of iterations (epoch) 10, 20, 30, and 40. 

Fig.6 shows the chromosomes' average and maximum results in 

different periods. It is obvious from Fig.6 that the best results 

belong to the 20 and 40 periods.  

 
Fig 6. Comparing the TP of GA in different number of 

iterations 

 

Another feature selection method used for finding the best 

combination of windows was PSO. This method examined 12 

particles in the 30 iterations. In Fig.7, the power of GA is 

compared with PSO. Fig.7 shows that GA algorithm always has 

got better results compared with PSO. Only in particle2, PSO 

shows the better results compared with GA. 

Conclusion 

In this research, EEG signal classification was examined. 

First, in preprocessing step we divided signals into several 

windows because the different parts of signal have different 

power in classification. The high volume of time components of 

EEG signals for PCA method is also another reason for 

partitioning signals. After partitioning the signals, PCA 

algorithm was used in order to extract some features from each 

window. For finding the best combination of windows in signals, 

two feature selection methods, GA and PSO, were used. The 

experimental results show that GA is a better method compared 

with PSO. GA increased the true positive of the classifier by 8 

percent, but PSO increased it only by 4 percent. So, the best 

chromosome was selected with GA method, and the new signals 

were built based on that. These new signals are appropriate for 

classification. 

 
Fig 7. Comparing maximum success rate between PSO and 

GA 
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