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Introduction  

In recent years, the Internet has become more important in 

the daily life of people. People use the Internet to 

communicating with others, buying and selling electronic 

products, searching information and doing other things as well. 

Nevertheless it is not surprising that the mass of new data 

created every day and availability of them is beyond the limited 

capacity of our processing. However, all of us in everyday life, 

are usually forced to select among the mass of items and objects 

without adequate experience about the options that we have. Up 

to day, several methods to solve the problem of information 

have been proposed. One of these methods is the use of search 

engines, but yet the engines have not been very successful in 

personalized search results and often retrieve the same results 

for all users while may be two users have totally different 

profiles and consider different aspects of search results. Another 

practical method is the use of recommender systems. 

Recommender systems are designed to help of this natural and 

social process and cope with the information overload [1,2]. 

These systems are considered as an innovative system that offers 

useful information, and can be used in various domains [3]. 

Recommender systems are generally divided into two 

categories: traditional and modern recommender systems. 

Traditional recommender systems have been used in the early 

researches for production of recommender systems and yet have 

been used widely. Modern recommender systems are often more 

complex than traditional methods, and their use commercially is 

still not universal. Traditional recommender systems are 

generally designed based on three techniques: content-based, 

collaborative filtering, and hybrid recommender. In the content 

based recommender systems, first items that the users give them 

an acceptable rating has to come. Then in the list of entire items, 

looking for samples that are similar to those rated by users, and 

recommends the most similar items among them to users [18]. 

This method requires two types of information; the information 

about user profiles and information about the content item. 

Collaborative filtering system is an automated predictive method 

about the interests of a user that is done by collecting data from 

many users namely in the form of cooperative [19]. The basic 

hypothesis of collaborative filtering systems is that those who 

was agreed on an issue in the past, in the future will be agreed. 

In the overall classification, collaborative filtering systems are 

divided in two groups of model based and memory based [13]. 

Model-based techniques try to create a model of data. Then, 

calculations are performed only on those models. Models are 

made using data analysis algorithms and machine learning to 

base on data taken learn, find good models. Memory based 

collaborative filtering system is an old method that is 

implemented easily and is used in many commercial systems. 

The reason of its name that called "memory-based" is that their 

algorithms calculate their suggestions directly on user-item 

matrix which are stored in memory. The advantage of this 

method is justified results. However, this method has some 

disadvantages. The main disadvantage is that the rating of 

Individuals is dependent. Another disadvantage of this approach 

is that its performance at low data density decreases sharply that 

this problem can be seen in abundance on the items on the web. 

Some of the recommender systems in order to reduce the 

limitations of previous methods use other method that is a 

combination of content based method and collaborative filtering. 

Hybrid recommender systems not only increase the predictions 

efficiency, but also overcome to the problems such as low 

density or the loss of information. However, the complexity of 

them is high and implementation is costly. One of the effective 

factors in the efficiency of a recommender system is similarity 

measure. Similarity measure by getting data from users, 

measures the similarity between users. If the accuracy of 

similarity measures used is low, resulting improper data 

extraction and thus provide incorrect recommendations to the 

user. The main foundation of recommender systems is to 

determine one group of similar users to the target user. To 

calculate the amount of users’ similarities in recommender 
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systems, we need measures that can be calculated these 

similarities correctly. 

The structure of this paper is presented in the following. 

Section 2 is the research background. Section 3 presents 

examine new similarity measure. Results and evaluations are 

presented in section 4 and section 5 concludes the paper. 

Research Background  

We can say that the appearance of the term of recommender 

system is almost in the mid-1990s. At the time, investigators 

were focused on rating structures. Making intelligent system to 

assist users in searching, sorting, classifying, sorting and sharing 

of information has been the first ideas for creation and 

development of recommender systems. An important aspect of 

these systems is the achievement of collaborative filtering. At 

first, the name of recommender systems has been accompanied 

by collaborative filtering. Since 1990, the first articles about 

recommender systems were presented by using collaborative 

filtering [4]. In 1996, interest in collaborative filtering systems 

led that a workshop on the same subject at the University of 

Berkeley California started to work, and its result in the 1997 

was a special issue named recommender systems [1,5]. The 

basis of collaborative filtering systems is to determine the 

similarity between users. 

 So far, many methods, including Pearson correlation 

coefficient, cosine similarity measure and adjusted cosine 

similarity to determine the similarity of users have been used. 

Billsus et al. [6] have proposed a method for determining the 

similarity of users based on reducing dimension through singular 

value decomposition of a primary matrix of the user's ratings in 

k dimensions. Breese et al. [7] have used the reverse user 

frequency to calculate the item weight and claimed that have 

achieved to the desired results. Yu and Jin, later concluded that 

the reverse user frequency does not provide acceptable results 

than the Pearson correlation coefficient. Zhang et al. [8] have 

adopted a matrix conversion method for measuring similarity 

among users. Because the number of items categories was far 

less than the number of items, this method caused data sparsity 

and scalability. Papagelis et al. [9] have proposed a method for 

reducing dispersion and trust conclusion that have examined the 

indirect relationships among users in social networks, and 

valuable sources of data overload to deal with cold start problem 

and data sparsity. 

Yu et al. [10] have adopted mutual data for weighting to the 

items and in the tests, have applied entropy as a way of 

weighting. Entropy method somewhat enhances accuracy of 

recommendation. While mutual data method is done this better 

than the entropy procedure. But the approach of mutual data in 

terms of implementation was very complicated and it led to little 

progress [11]. Ahn has proposed a new similarity measure to 

address the problem of cold start in memory based collaborative 

filtering. This method that is known as PIP, has reduced cold 

start problem of new user, but when the number of data is high, 

it cannot improve performance. Goldberg et al. have employed 

advanced collaborative filtering algorithms with the main 

component analysis [12].  

As noted above, one of the similarity measures in the 

recommender systems is the Pearson correlation coefficient. In a 

base recommender system that only has the ability to use 

previous data rate on predictions of possible rate user to items, 

Pearson correlation coefficient is generally as the main 

component. For example, if two users A and B have close rates 

to items 1 and 2, it is likely have close interest rates to item 3, so 

the items will be the same rate. If we want to predict the possible 

rate of user A on item 3, should help the rate of user B on this 

item. To express this factor mathematically, the following 

formula is used: 

(1)  

 

In this formula,  represents user rate  on the item  ،   

is the average user rates  and independently from user .  

is a set of items that is rating by two a and b users. In a base 

recommender system which on possible rate user to items 

predictions, only has the ability to use previous data rate in the 

system, cosine similarity measure is generally a key component. 

In fact at this ratio, whatever users assign closer rates to these 

two items, it means that these two items have high similarity for 

users and we can say that in near future also will allocate for 

roughly equal rates. To understand the process of calculating the 

cosine similarity coefficient, we consider in mind two items as 

two vectors that will calculate the angle between them. So, the 

components of these vectors typically will be compared 

mutually so that angle cosine between two vectors will be 

calculated using the following formula [14].  

(2) 

 

In this formula  means the k-th component of the item   

vector. 

Jaccard’s coefficient is the other similarity measure. Jaccard 

is used in recommender systems, which users rates at which is 

binary. If the systems have a multi level rates, like [1-5], should 

be written in a binary rate of (0,1). In binary rating, numbers 

1and 0 are respectively user interest and lack of user interest in 

the item. On this scale, similarity of users is calculated of 

division share favorite items of both users on the collection of 

these items: 

  

(3) 
 

In this regard,  and are respectively interest item sets 

of u and v users [15]. The main problem of Jaccard s method is 

that, it’s not considers the absolute measures (independent) [7]. 

The last similarity measure that examine in this paper is 

improved similarity measure. In this measure, items of relative 

information usually have used vectors to explain. The formula of 

item relative similarity is as follows: 

(4) 
 

is some of the common characteristics among 

items. are a number of items. are the 

number of ratios that are not owned by   item  nor by item. 

At the same item, weighted factors have noted to the relative 

similarity item and ranking similarities that are defined as 

follows: 
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 (5) 
 

(6) 
 

+  applies weighting factors to integrate 

similarity items in the form of the following equation: 

 
                            (7) 

It is obvious that not for rating new item that its is zero, the 

maximum value of is 1. This method solve scold start 

problem of collaborative filtering at the same time, but only 

focuses to discuss new items and ignores new user on a similar 

subject. At the improved similarity measure, the accuracy of 

prediction of the new items is not enough valid and we need 

more research in this field [16]. 

Examine new similarity measure 

Our review network is a two-part network consisted of users 

and items. At this two -part network, it seems that records 

contains  the file of users characteristics, the file of items 

characteristics and the file of ratings given by users to items, are 

provided for the recommender system. According to the 

recorded data, each user has characteristics that have been 

received during registration at the website by own. According to 

the nature of these properties, they can be divided into two 

categories: numeric and nonnumeric characteristics. Features 

such as age, height, experience, number of children, etc. are a 

number of numeric characteristic. 

 

 
 These features are suitable for calculation of the similarity 

of people and different amounts of them can be easily compared. 

However, features such as occupation, place of residence, 

nationality, discipline and etc. contains a lot of information on 

tastes and personality of individuals, but unlike numeric 

characters, without analysis cannot be used to compare 

individuals. For example, it’s not easy to say that, a lawyer is 

more alike to an engineers or a writer. So the main challenge in 

using nonnumeric features to compare them is how to calculate 

the difference between the different levels of each of them. So 

the characteristic of each individual is shown below by id in the 

form of features set of id: 

Where  and   , are respectively numeric feature and 

nonnumeric feature sets. The number of numeric feature  and 

non-numeric  is considered. Any numeric feature according 

to its nature, can easily take areal number. For ease of 

calculation, we need to normalize numeric feature values before 

processing. This is done to write numeric feature values in [0,1]. 

To do this, each numeric feature is normalized as follow:  

            (9)                                 

 

The above relationship, shows the written method of the 

value of p-th feature in [0,1], at which  and are 

respectivelythe minimum and maximum value that p-th feature 

can receive. 

Euclidean space based on numerical characteristics of users  

by considering the numerical characteristics of users, can 

consider Euclidean space for them. In this way, each user 

according to the recorded values for numerical feature scan be 

shown by a point in Euclidean space. By considering Euclidean 

space, Euclidean distance of two different user regard with the 

available information contained in their profile can be calculated 

as follows: 

       (10)                             

 

The final amount of the Euclidean distance in the defined 

space is between zero and one, and what ever the space is being 

less for a pair user, the two users are more similar to each other. 

The intra-feature distance for different values of each non-

numeric feature 

For each numerical characteristic, the difference between 

the different level scan be easily calculated. For example, the 

user’s age difference simply can be calculated by subtracting the 

values of the features. However, in non-numeric features need to 

provide a way for different values. 

Suppose,  id-th user and -th user are respectively a 

teacher and a doctor. It means we have: 

  

.                                                     (11) 

To calculate the difference between the teachers and 

doctors, all users that their job is teaching and medicine have 

been searched, and are saved in  and  sets 

respectively. In general, to find the difference between users by 

perform as follow:  

For example, if discussed feature is job=q, 

and {teacher, carpenter, engineer, doctor}  

is,  

,

octor; in this case: 

                                                                        (12) 

At last, the intra-feature distance for  and  from  feature is 

calculated by the Mean Euclidean Distance for all users 

in  sets: 

  (13) 

As shown, the above equation only considers anon-numeric 

feature. For considering all the non-numeric features to calculate 

                                                                

  

 

}                                     (8) 

    
(11) 
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the distance between the two users, the following formula is  

used: 

   (14)                                 

 

By combining the above two equations for numerical 

features of the Euclidean distance and intra-feature distance for 

non-numeric features, can achieve equation that by it the 

difference of two users using their user profile can be identified: 

(15) 
 

Selected shared items by two users with id and can be 

shown as below: 

                          (16) 

  

Also, the items set that are selected at least by one of the 

above users are displayed as follows: 

                          (17) 

  

By using two and  values, selected share of two 

above users can be calculated: 

 

          (18) 

 

is the number of items that have been rated 

by two users and  is the number of items that are 

placed in  set.In this amount that is a number between zero 

and one, whatever the calculated number is closer to one 

showing more similarity of two users and vice versa. As 

previously mentioned, the rank given by users to existing items 

has been showed by  which shows the rank of id-th user to j-

th item. Now suppose the minimum and maximum ranks that 

can be allocated to the items by users, are one and  

respectively. Thus, we conclude, the minimum and maximum 

possible difference in votes of two users to an item are zero 

and - 1 respectively .So can expect, two users that have 

many similarities to each other, having similar votes to their 

shared items. Hence, the measure of rating error mean is 

proposed as the last similarity measure in the recommended 

approach. On this basis, for each analyzed user pair, all share 

items that has been calculated on variable are usually 

examined as follows: 

                     

(19) 
 

For example, suppose that two users jointly give below 

ranks to 3: 

Id= {the first item=2, the second item=5, the third item=1}, 

= {the first item=3, the second item=2, the third 

item=4}, 

In this way, the rating error mean is : 

 

 

This number is always between zero and   and 

whatever is closer to zero showing more similarity of two users; 

it means that the degree of similarity between two users has an 

inverse relationship with the rating error mean. 

New similarity measure 

 Proper selecting of a similarity function to determine 

similarities among users is a critical factor in collaborative 

filtering systems; because it severely affects the accuracy of the 

recommendations. Considering all the components introduced in 

the previous sections, we can achieve similarity measure of 

users in recommender systems by combining these components: 

 
                                                                                       (20) 

Experiments 

Data Set 

Movielens is used for the evaluation tests of the 

recommendation system of data set. This data base has been a 

reference in researches of recommendation systems over the past 

few years. This data set contains over one million registered 

votes that are produced by 6040 different users. The number of 

existing movies in this data set is 3900, and user's data are 

placed only in data set that at least has registered 20 ranks in 

data sets. This data base is including 4 texts that one file is 

related to the description and the other three files contain records 

of data set. 

Evaluation Metrics 

Recommended similarity measure is being programmed in 

the MATLAB environment and is implemented on Movielens 

data collection. For the best comparison in results, Pearson 

similarity measure and also improved similarity measure are 

used as competing methods and their records for ease of use in 

matrices are stored. The most important generated matrices are 

included as below: The two-part user-item matrix that including 

6040 rows and 3900 columns. The users' information matrix is 

including 6040 rows in the number of network users and has 

allocated three age, occupation and gender fields to each user 

Intra -feature distance matrix is used for non-numeric feature of 

data collection, it means that job feature users is studied. Users’ 

similarity matrix, that is empty at the beginning of the 

simulation and is completed by implementation of the 

recommendation measure as well as Pearson similarity measure 

and improved similarity measure. 

Experimental procedures and results  

Considering U user with the greatest similarity to a 

specified user, the average numbers of items that are the same 

with these users are measured. Moreover, to calculate the 

number of shared items, first for a U user, s elect a number of the 

most similar users with the recommendation measure and also 

the improved similarity measure and Pearson measure and form 

two separate set of users. For each of the collection, and for all 

the same users, all shared items with user would be counted and 

using them forms a histogram. One of the advantages of users’ 

similarity is that they tend to select similar items, even if the 

assigned rating to them after experience the item is being 

decreased. So by counting the number of shared items of user 1 
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and other similar users and averaging, can compare the accuracy 

of recommended measure, Pearson measure and improved 

similarity measure. In the average measure of rating shared 

items, whatever the average of allocated ranks to shared items is 

being high, showing that two users have more similarity, and the 

measure that has detected two users similar has a good 

performance. Three following Figures represent the histogram of 

the number of shared items for 50, 100 and 150 similar user. 

 
Figure 1. Average number of shared items for the 50 

similar user. 

 
Figure 2. Average number of shared items for the100 

similar user. 

 
Figure 3. Average number of shared items for the150 

similar user. 

As you can see, in all three conditions the performance of is 

better than Pearson and improved similarity measure, and the 

average number of shared items for recommended measure is 

higher than Pearson measure and improved similarity measures. 

The follow figure shows the average number of shared items for 

similar users. The horizontal axis of this graph shows the 

number of similar users and the vertical axis is the average 

number of shared items between user and similar users for all 

network users. 

 

 
Figure 4. Average number of shared items based on the 

number of similar users. 

As you can see, the recommended measure makes users 

have, on average, more shared items by other similar users. In 

other words, the recommended measure selects users as the 

similar users that are more common with the current user. 

Finally, at the chart below, average error rating of the shared 

items by the current user and other similar users is shown. To 

this, the horizontal axis shows the number of shared users. For 

each value of the horizontal axis, all the shared items of the 

current user and the same users as well as the allocated rating to 

each of these items are considered. Whatever the average error 

rating is lower, means that similar selected users are more 

similar to the current user, and this similarity is not as item-

selection, but it is  in terms of satisfaction of shared items. In 

other words, low values of the average error rating means that 

each item that is desired for current user is desired for other 

similar users and vice versa.  

 
Figure 5. Average error of rating to the number of similar 

users. 

As you can see, the average error rating of recommended 

similarity measure to Pearson measure and improved similarity 

measure in all cases is less. This shows that recommended 

similarity measure selects users as the similar user that has 

similar preferences to the current user. 

Conclusion 

In this paper a new similarity measure has been propose and 

has been implemented on a known data set. For the best 

comparison of results, Pearson similarity measure and improved 

similarity measure are used as competing methods. The results 

showed that the performance of recommended measure from 

Pearson similarity measure and improved similarity measure is 

better and our proposed method not only increases the accuracy 

of recommender, but also increases the prediction quality 
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