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1. Introduction 

Load balancing is the process of distributing the load 

among various nodes in a distributed system to achieve 

optimal resource utilization for maximizing throughput and 

minimizing overall response time. It helps avoiding a situation 

where some of the nodes are heavily loaded while other nodes 

are idle or doing very little work. Load balancing ensures that 

all the processor in the system or every node in the network 

does approximately the equal amount of work at any instant of 

time. In cloud computing load balancing are used for 

balancing the load on virtual machine and cloud resources. 

When request generated by users are received by cloud 

hosting environment, the load balancer (load balancing 

algorithm) distribute the load over various cloud server so that 

all server should be utilized efficiently (no server is under 

loaded and over loaded) .So load balancing can be defined as 

method managing request coming from users so that all the 

server is utilized in such manner that no server is under loaded 

or overloaded.  

In cloud computing there are two types of load balancing 

algorithms: (1) Dynamic load balancing algorithm and (2) 

Static load balancing algorithm. Further each type of load 

balancing algorithm is classified into many more. Talking 

about the Static algorithms it includes: Round Robin, 

Throttled, and Optimal. This paper presents the comparison of 

these algorithms. The comparison is done by implementing all 

these algorithms using the same parameters like: hardware; 

number of user base, number of Datacenters, Simulation 

Duration, Number of Regions, Operating System, software 

etc. The comparison is done for overall response time of 

cloudlet and Datacenter Processing time of cloudlet.  

The other sections of the paper are: section 2 discusses 

about the cloud environment that includes cloud components, 

section 3 explains each of the three static load balancing 

algorithms there drawbacks are also discussed, in section 4 

detail regarding the experiment set up is given, section 5 

presents the comparison and the analysis, finally the 

conclusion with future scope is presented. 

2. Cloud Environment 

2.1 Cloud Component 

A Cloud system consists of 3 major components [1] that 

are clients, datacenter, and distributed servers. All the three 

components are connected through internet for message 

passing. Each element has a definite purpose and plays a 

specific role.  

Clients  

End users interact with the clients to manage information 

related to the cloud. Clients are of three types as given below:  

Mobile: Windows Mobile Smartphone, smart phones. 

Thin: Such clients does not do any computation rather 

server do all the works for them. They only display the 

information. They also don’t have any internal memory. 

Thick: These use different kind of browsers like Internet 

Explorer, Mozilla Firefox, Google Chrome etc. to connect to 

the Internet cloud. 

Datacenter  

Datacenter is a collection of servers that host different 

applications. An end user connects to the datacenter to 

subscribe different applications. 

Distributed Server  

A distributed server is a part of cloud which is present 

throughout the Internet hosting different applications. 

However the user feels that it is using the application from its 

own machine while using the application from the cloud. 

3. Static Load Balancing Algorithms 

The static load balancing algorithm requires prior 

knowledge of system resources, so that the decision of shifting 

of the load does not depend on the present state of system. 

Static algorithm performs better if prior knowledge of server is 

mentioned. 

The various types of static load balancing algorithms are : 

 Round Robin Scheduling Algorithm. 

 Optimal Scheduling Algorithm. 
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 Throttled Algorithm. 

3.1 Round Robin Scheduling Algorithm 

One of the simplest techniques for load balancing in cloud 

is called Round Robin, in which all processes are divided amid 

all available processors [2]. The allocation order of processes 

is maintained locally which is independent of the allocation 

from the remote processor as shown in figure 1. In this 

technique, the request is sent to the node having minimum 

number of connections, because of which at some point of 

time, few nodes may be heavily loaded and other remains idle. 

 

Fig 1. Round Robin load balancer 

Round-robin is by far the simplest algorithm available to 

divide load among various nodes. It is generally the first 

choice when implementing a simple scheduler. One of the 

reasons for it being so easy is that the only information needed 

is a list of nodes [2]. 

However this is only when several key assumptions are 

true. 

The nodes must be identical in capacity. Otherwise 

performance will degrade to the speed of slowest node in the 

cluster. 

Two or more client connections must not start at the same 

time.  

The jobs must be similar to achieve optimum load 

distribution among the various nodes. If a single node is more 

loaded than others it will become a bottleneck in the        

system [2]. 

Drawback of round robin: It simply works on time 

slicing. It allocates the load on various nodes on basis of time 

without considering the need of resource. 

3.2 Active Monitoring Load Balancer (Optimal) 

In equally spread current execution the random arrival of 

load in a cloud environment can cause of some server to be 

heavily loaded while other server is idle or only lightly loaded. 

Equally load distributing, improves performance. It does so by 

transferring load from heavily loaded server to lightly loaded 

servers. Efficient scheduling and resource allocation are 

critical characteristics of cloud computing on which the 

performance of the system is estimated [4]. The considered 

characteristics have an impact on cost optimization, which are 

obtained by improved response time and processing time. 

In this algorithm the jobs are submitted by the clients to 

the computing system. As the submitted jobs arrive to the 

cloud they are stacked using a queue. The cloud manager 

estimates the job size and checks for the availability and 

capacity of the virtual machine. Once the job size and the 

available resource (virtual machine) size matched, the job 

scheduler allocates the identified resource to the job in queue 

as shown in figure 2. 

 

Fig 2. Active Monitoring Load Balancer 

Unlike the round robin scheduling algorithm, there is no 

overhead of dividing the time slots to schedule the jobs in a 

periodic way [3]. The impact of the Active Monitoring Load 

Balancer (Optimal) algorithm is that there is an improvement 

in response time and the processing time. The jobs in Active 

Monitoring Load Balancer (Optimal) algorithms are spread 

equally, the complete computing system is load balanced and 

no virtual machines remain underutilized. Due to this 

advantage, there is considerable reduction in the virtual 

machine cost and the data transfer cost.  

The Active Monitoring Load Balancer (Optimal) 

algorithm is mention below [3]:   

[START]  

Step1:- find the next available VM  

Step2:-check for all current allocation count is less than max 

length of VM list allocate the VM  

Step3:- if available VM is not allocated create a new one   

Step 4:- count the active load on each VM  

Step5:- return the id of those VM which is having least load  

[END] 

Drawback of Active Monitoring Load Balancer 

(Optimal): This algorithm checks all virtual machine in 

sequence for its availability to allocate resource on a free 

virtual machine. 

3.3 Throttled Load Balancer 

This algorithm is a static load balancing algorithm. In this 

algorithm we first check the index values of all the virtual 

machine in the system. The user request is sent to load 

balancer where it parses a table for the allocation of the 

resources in the system. It assigns the request to a particular 

load balancer which passes or responds reverse the request to 

the requester and updates the allocation policy [5]. After the 

successful allocation of the system the whole process for the 

de-allocation of the system also starts. This mechanism 

provides a higher amount of resource sharing and allocation in 

the system. The throttling threshold maintained generally is 1 

however it can be modified easily. 

This algorithm ensures that pre-defined numbers of 

cloudlets are allocated to a single VM at any given time. If 

there are more request groups are present then the number of 

available VM’s at data centre than Throttled VM allocate 

incoming request as shown in figure 3. Otherwise queues until 

the next VM becomes available. 
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Fig 3. Throttled load balancer 

The working of the throttled algorithm is understood in 

the following steps mention below [3]:   

[START]  

Step1:- find the last allocated VM. 

Step2:-current allocation count is equal to last allocation +1.  

Step3:-check for all current allocation count is less than max 

length of VM. 

Step4:- if yes allocate request to current VM. 

Step5:- No wait in queue go to step 3. 

Step6:- return the id of those VM which is having least load.  

[END]. 

Drawback of Throttled Load Balance: This algorithm is an 

improvement in Active Monitoring Load Balancer (Optimal) 

algorithm. This algorithm starts searching from last allocated 

virtual machine to n
th

 virtual machine. But there is still a 

problem which is it do not utilises those virtual machine which 

become free after the execution of request. 

The next section tells the detail about the experimental 

setup. 

4. Experimental Set-Up 

To implementation the different Static load balancing 

algorithms the common environment that includes hardware, 

software, simulator and other parameters considered are same 

for all the algorithms. The detailed about which are:  

4.1 Hardware 

For the implementation, hardware involves one computer 

system with the following specifications: processor Dual Core 

of 2.1 GHz, RAM of 2GB, Cache 2MB. 

 4.2 Software 

The existing and proposed algorithm has been 

implemented on operating system Windows 7. The language 

used in implementing algorithms is Java (JDK 1.7) on IDE 

Eclipse Kepler 2014. Microsoft Excel and MatLab are used to 

draw graph for showing various results. 

4.3 Simulator 

CloudSim [6] is the most popular simulator tool available 

for cloud computing environment. It is an event driven 

simulator built upon the core engine of grid simulator GridSim 

[7] Java the most powerful object oriented programming 

language so it is used in CloudSim, because of its OOP 

feature, CloudSim modules can be easily extendable with the 

user’s requirement. CloudSim has feature of modelling and 

creating a huge datacenter, unlimited number of virtual 

machines, introducing brokering policy and support the most 

important feature of cloud computing pay-as-you-go model. 

One of its unique features is federated policy, which is 

infrequently available to any other simulators. 

Because of extendibility nature of CloudSim its 

popularity is increasing day by day. Due to the lack of many 

important features in new cloud simulators Yuxiang Shi 

proposed a method which  minimize the uses of energy by 

“Linear Predicting Method” [14]  (LPM) and “Flat Period 

Reservation-Reduced Method” [14] (FPRRM) that is made 

using CloudSim which minimizes utilization of energy in 

cloud [11]. G. Belalem had made an perspective to improve 

allocation of resource in CloudSim [12]. Y. Shi added file 

stripping and functions for data replication management in 

CloudSim. One of the drawbacks of CloudSim is lack Of GUI 

but can be achieved by using applets in  java since it support 

java language. 

4.4 Other Parameters 

Number of User Base:       31 

Number of Datacenter:      5 

Simulation Duration:         60 min 

Number of Region taken:  Globally divided in 6 region 

Operating System:              Linux 

Virtual Machine Manager:  Xen (Para virtualization) 

The next section presents the comparison and analysis of 

the results that are obtained on implementing the three static 

algorithms. 

5. Comparison and Analysis 

The comparison of the three static algorithms has been 

done on the basis of response time of Cloudlet and Datacenter 

processing time. The comparison has been done by calculating 

minimum time maximum time and average time for both the 

cases. 

5.1 Response Time of Cloudlet 

On analysing the results shown in table 1 about  the 

overall response time of cloudlet (request from user base) 

obtained by simulating each algorithms it is found that 

Throttled load balancing is performs better than other two 

(Round Robin and optimal) static load balancing algorithms. 

Table 1. Comparative analysis of overall response time 

of various load. 

 
Static  

Time→ 

Algorithm↓ 

Overall Response Time 

AVERAGE(ms) MINIMUM 

(ms) 

MAXIMUM 

(ms) 

Round 

Robin 

351.22 36.86 17755.03 

Throttled 240.28 36.36 16395.53 

Optimal 352.69 35.63 18052.26 

The table 1 shows the average value, the minimum value 

and the maximum value of overall response time for each 

algorithm. The graphs are plotted using the data given in the 

table 1. Separate graph for average value, minimum value and 

the maximum values are plotted. It can be analysed from the 

graphs that the best performing algorithm is Throttled 

Algorithm. 

Average value of response time of cloudlet  

The chart 1 shows the overall response time in average 

case for different load balancing algorithms. 
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Chart 1. Showing average case comparison of overall 

response time of cloudlet of different load balancing 

algorithms in cloud computing. 

Minimum value of response time of cloudlet 

The chart 2 depicts overall response time in minimum 

case for different load balancing algorithms. 

 

Chart 2. Showing minimum case comparison of overall 

response time of cloudlet of different load balancing 

algorithms in cloud computing. 

Maximum value of response time of cloudlet 

The chart 3 depicts overall response time in maximum 

case for different load balancing algorithms. 

 

Chart 3. Showing maximum case comparison of overall 

response time of cloudlet of different load balancing 

algorithms in cloud computing 

5.2 Datacenter Processing Time 

On analysing the results shown in table 2 about the 

Datacenter processing time obtained by simulating each 

algorithm it is found that  Throttled Load Balancing Algorithm 

performs better than the other two (Round Robin and optimal) 

static load balancing algorithms in cloud computing.  

The table 2 shows the average value, the minimum value 

and the maximum value of Datacenter processing time for 

each algorithm. The graphs are plotted using the data given in 

the table 1. Separate graph for average value, minimum value 

and the maximum values are plotted. It can be analysed from 

the graphs that the best performing algorithm is Throttled 

Algorithm. 

Table 2. Comparative analysis of datacenter processing 

time of various load balancing algorithm in cloud 

computing 
Static  

Time→ 

Algorithm↓ 

Datacenter Processing Time 

AVERAGE(ms) MINIMUM  

(ms) 

MAXIMUM 

(ms) 

Round 

Robin 

245.44 0.01 17701.55 

Throttled 
138.83 0.01 16338.52 

Optimal 
246.99 0.01 17999 

The table 2 shows the average value, the minimum value 

and the maximum value of Datacenter processing time for 

each algorithm. The graphs are plotted using the data given in 

the table 1. Separate graph for average value, minimum value 

and the maximum values are plotted. It can be analysed from 

the graphs that the best performing algorithm is Throttled 

Algorithm. 

Average Datacenter Processing Time 

The chart 4 shows the overall response time in average 

case for different load balancing algorithms. 

 

Chart 4. showing average case comparison of Datacenter 

Processing time of cloudlet of different load balancing 

algorithms in cloud computing. 

Minimum Datacenter Processing Time 

The chart 5 depicts overall response time in minimum 

case for different load balancing algorithms. 

Chart 5. showing average case comparison of Datacenter 

Processing time of cloudlet of different load balancing 

algorithms in cloud computing. 
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Maximum Datacenter Processing Time 

The chart 6 depicts overall response time in maximum 

case for different load balancing algorithms. 

Chart 6. showing average case comparison of Datacenter 

Processing time of cloudlet of different load balancing 

algorithms in cloud computing 

6. Conclusion and Future Scope  

In this paper we have implemented the three Static load 

balancing algorithms for cloud computing. It is found on the 

basis of results obtained on implementing that the Throttled 

algorithm is best among the three static load balancing 

algorithms discussed. It is best in terms of response time of 

cloudlets and datacenter processing time. The average, 

minimum and maximum value of each comes out to be less for 

Throttled as compared with other algorithms i.e. Round Robin 

and Optimal.  

In future one can make more efficient algorithm for load 

balancing which perform better that Throttled so the load 

balancing become more efficient in terms of datacenter 

processing time and response time. 
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