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Introduction 

Cardiovascular diseases entail a large number of deaths in 

the world annually. The most common type of them is CAD 

which is the reason of about 1/3 of deaths [16]. SMO is an 

algorithm for training support vector machines. Training a 

support vector machine requires the solution of a very large 

quadratic programming (QP) optimization problem. SMO breaks 

this large QP problem into a series of smallest possible QP 

problems. These small QP problems are solved analytically, 

which avoids using a time-consuming numerical QP 

optimization as an inner loop. SMO is able to handle very large 

training sets [14]. 

An SVM is a general algorithm based on guaranteed risk 

bounds of statistical learning theory i.e. the so called structural 

risk minimization principle. Recent advances in statistics, 

generalization theory, computational learning theory, machine 

learning and complexity have provided new guidelines and deep 

insights into the general characteristics and nature of the model 

building/learning/fitting process [1]. Some researchers have 

pointed out that statistical and machine learning models are not 

all that different conceptually [2,3].  

Material and method 

Description of dataset 

The data was collected from the Cleveland clinic 

foundation, and it is available at UCI Repository. The dataset 

has 14 attributes and 303 records. Missing values have been 

replaced with the mean value using the Replace Missing Values 

unsupervised attribute filter available on Weka.  
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Support Vector Machine  

Support vector machine (SVM) is a novel learning machine 

introduced first by Vapnik [4]. It is based on the Structural Risk 

Minimization principle from computational learning theory. 

Hearst et al. [5] positioned the SVM algorithm at the intersection 

of learning theory and practice: „„it contains a large class of 

neural nets, radial basis function (RBF) nets, and polynomial 

classifiers as special cases.  

SVM has yielded excellent generalization performance on a 

wide range of problems including bioinformatics [6,7,8], text 

categorization [9], image detection [10], etc. The SVM approach 

has been applied in several financial applications recently, 

mainly in the area of time series prediction and classification 

[11,12]. They reported that SVM was competitive and 

outperformed other classifiers (including neural networks and 

linear discriminant classifier) in terms of generalization 

performance [13]. New examples are then mapped into that 

same space and predicted to belong to a category based on 

which side of the gap they fall on [15]. 

Simple K-Means Clustering 

The k-means is the simplest, most commonly and good 

behavior clustering algorithm used in many applications [17, 

21]. The K mean algorithm works on the Euclidian Distance 

Method, is initialized from some random or approximate 

solution. Several researchers have identified that age, blood 

pressure and cholesterol are critical risk factors associated with 

heart disease [18, 19-20].  

Performance Measure 

To measure the stability of the performance of the proposed 

model the data is divided into training and testing data with 10- 
fold cross validation. The confusion matrix shows the
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number of samples which have been correctly/falsely classified 

into the two classes of C1 and C2. The entries of this matrix are 

used to explain the performance measures.  

Table 1. Confusion Matrix of Simple k-means, SVM, SVM 

via Simple K-means and Accuracy of algorithms 

Predict

ed 
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Simple K-Means  Predict

ed 
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Means Clustering 

 1 0  b a 

Cluster 1 

<-- 0 

27 13

8 

b=clust
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Predict
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Support Vector 

Machine  

Classification 

Techniques 

Accurac

y % 

 1 0 Simple K-Means 
Clustering 

80.8581 

1 14

8 

17 Support Vector 

Machine 

83.8284 

0 32 106 SVM via Simple K-

Means  

96.6997 

We are evaluating the performance of Simple K-Means 

algorithm Clustering using the mode of classes to clusters 

evaluation with the prediction attribute nom. Table 1 illustrates 

the confusion matrix of Simple k-means, SVM, SVM via Simple 

K-means (Classification via Clustering) and Accuracy of 

algorithm respectively.  

The resulted Clustered Instances have cluster 0 is 169 

(56%) instances and cluster 1 is 134 (44%) on Classes to  

Clusters evaluation mode. Figure 1 represents Weka Clusterer 

Visualizer of Simple K-Means Clustering. Figure 2 and 3 

illustrates the cost/benefit analysis of function SMO for the class 

cluster 0 and 1. 

The Kernel used for the SMO function is polynomial 

kernel: K(x, y) = <x, y>^p or K(x, y) = (<x, y>+1)^p and filter 

type is normalize training data. 

 
Fig1. Clusterer visualizer of simple k-means clustering 

 
Fig 2. Cost/Benefit Analysis of Function Smo For Class -

Cluster 0 

 
Fig 3. Cost/Benefit Analysis of Function Smo for Class-

Cluster 1 

Conclusion and Future Works 

In this paper we have developed a Prediction Model for the 

diagnosis of Heart disease by means of Support Vector Machine 

via Simple K-Means Clustering. Therefore the diagnosis of 

Heart disease is carried out utilizing different data Mining 

Techniques results have denoted that SVM via Simple K-Means 

Clustering is equivalently good as the Simple K-Means 

Clustering and SVM in the diagnosis of Heart disease. The 

classification accuracy of Classification via Clustering has been 

found to be high thus making it a good option for the diagnosis. 

This paper investigates integrating k-means clustering with 

SVM in the diagnosis of heart disease patients. The results show 

that integrating Simple K-Means Clustering and Support Vector 

Machine can enhance Support Vector Machine accuracy in the 

diagnosis of heart disease patients. The results also show that the 

PolyKernel function and Normalizes Training Data Filter type 

could achieve higher accuracy than other kernel function in the 

diagnosis of heart disease patients. The best accuracy achieved 

is by two clusters regarding Classification via Clustering method 

showing accuracy of 96.69%. Finally, some limitations on this 

work are noted as pointers for future research. 
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