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Introduction 

Pathophysiology of Bipolar Disorder also called manic-

depression is still unknown however it is found that Bipolar 

Disorder has strong genetics component. Bipolar Disorder 

Patients characterized by two types of episodes of mania and 

Depression. Frequency of these two types of episode may vary 

from one day to one month. The patients has tendency to 

suicide in extreme depression whereas they feel fresh even 

after two hour sleep. 

 

t-Test: 

The t-test is commonly used to determine whether the 

mean of a population differs from known population.    

There are three types of t-test 

 One-sample t-test 

 Paired sample t-test 

 Independent sample t-test 

One-sample t-Test: 

One-sample t-test is used to compare mean value of a sample 

with known population mean. The one-sample t-test is used 

only for tests of the sample mean. Thus, our 

hypothesis tests whether the average of our sample (M) 

suggests that our students come from a population with a 

know mean (m) or whether it comes from a different                  

population. 

In one sample t-test, we know the population mean.  We 

draw a random sample from the population and then compare 

the sample mean with the population mean and make a 

statistical decision as to whether or not the sample mean is 

different from the population mean.  We can use this analysis, 

for example, when we take a sample from the city and we 

know the mean of the country (population mean).  If we want 

to know whether the city mean differs from the country mean, 

we will use the one sample t-test. 

Steps 

1.Set up the hypothesis: 

A. Null hypothesis: assumes that there are no significance 

differences between the population mean and the sample 

mean. 

B.  Alternative hypothesis: assumes that there is a significant 

difference between the population mean and the sample mean. 

C. Calculate the standard deviation for the sample by using 

this formula: 

 

 

   

 

Where, 

S = Standard deviation 

= Sample mean 

n = number of observations in sample 

2. Calculate the value of the one sample t-test, by using this 

formula: 

 

Where, 

t = one sample t-test value 

= population mean 

3. Calculate the degree of freedom by using this formula
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ABS TRACT 

 Bipolar Disorder is a psychiatric disorder in which the core feature is pathological 

disturbance in mood rearranging from extreme mania to severe depression. Research 

analysis shows there is no specific genes are analyze which is directly associated with 

Bipolar Disorder. Diverse data mining technique is used to find out genes responsible for 

BD. It is found that genes present in orbit frontal cortex are differentially expressed in 

disease and control subjects. Gene Expression analyses of thousands of genes are studied 

from the orbit frontal cortex region of brain. Microarray technology is used to study 

approximately 22,283 mRNA transcripts from Orbit frontal cortex in brain region. 

Statistical t-tests are applied and 1,172 genes have obtained as significant genes. 

Correlation based feature selection is used to reduce the large dataset into small dataset.                                                                                 
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V=n-1 

Where, 

V= degree of freedom 

4. Hypothesis testing: In hypothesis testing, statistical 

decisions are made to decide whether or not the population 

mean and the sample mean are different.  In hypothesis 

testing, we will compare the calculated value with the table 

value.  If the calculated value is greater than the table value, 

then we will reject the null hypothesis, and accept the 

alternative hypothesis. 

Paired sample t-Test 

Paired sample t-test is used to compare two means that are 

repeated measure of the same subject. Paired sample t-test is a 

statistical technique that is used to compare two population 

means in the case of two samples that are correlated. Paired 

sample t-test is used in before-after studies, or when the 

samples the matched pairs (or) when it is a case control study. 

Steps 

1. Set up hypothesis: We set up two hypotheses.  The first is 

the null hypothesis, which assumes that the mean of two 

paired samples are equal. The second hypothesis will be an 

alternative hypothesis, which assumes that the means of two 

paired samples are not equal 

2. Select the level of significance: After making the 

hypothesis, we choose the level of significance.  In most of the 

cases, significance level is 5%, (in medicine, the significance 

level is set at 1%). 

Following formula: 

 

Where d bar is the mean difference between two samples, s² is 

the sample variance, n is the sample size and t is a paired 

sample t-test with n-1 degrees of freedom. An alternate 

formula for paired sample t-test is: 

 

 3. Testing of hypothesis or decision making: After calculating 

the parameter, we will compare the calculated value with the 

table value.  If the calculated value is greater than the table 

value, then we will reject the null hypothesis for the paired 

sample t-test.  If the calculated value is less than the table 

value, then we will accept the null hypothesis and say that 

there is no significant mean difference between the two paired 

samples. 

Independent sample t-test: 

Independent sample t-test is used to compare the two 

mean from independent group. The independent samples t-test 

compares the means of two independent groups in order to 

determine whether there is statistical evidence that associated 

population means are significantly different. The independent 

samples t-test is a parametric test. 

The unpaired t method tests the null hypothesis that the 

population means related to two independent, random samples 

from an approximately normal distribution are equal. 

 Assuming equal variances, the test statistic is calculated as: 

 

 

- Where x bar 1 and x bar 2 are the sample means, s² is the 

pooled sample variance; n1 and n2 are the sample sizes  

Assuming unequal variances, the test s tatistic is calculated as: 

 

 

- Where x bar 1 and x bar 2 are the sample means, s² is the 

sample variance; n1 and n2 are the sample sizes. 

P-Value 

The P value is the level of marginal significance with in a 

statistical hypothesis test representing the probability of the 

occurrence of a given event. 

The  P value is  used as an alternative to rejection points 

to provide  the smallest level of significance at which  null 

hypothesis would be rejected. 

The p-value is a number between 0 and 1 and interpreted in 

the following way: 

 A small p-value (typically ≤ 0.05) indicates strong evidence 

against the null hypothesis, so you reject the null hypothesis. 

 A large p-value (> 0.05) indicates weak evidence against the 

null hypothesis, so you fail to reject the null hypothesis. 

 p-values very close to the cut-off (0.05) are considered to be 

marginal (could go either way). Always report the p-value so 

your readers can draw their own conclusions. 
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Sample Dataset 

 

t-Test Result 

 

It gives output for those genes whose p values are less than  

0.05. That particular genes are consider as significant genes. 

Conclusion 

Microarray technology is used to study approximately 

22,283 mRNA transcripts from Orbitofrontal cortex in brain 

region. Statistical t-tests are applied and 1,172 genes have 

obtained as significant genes. Correlation based feature 

selection is used to reduce the large dataset into small dataset. 

My feature work is to classify the number of normal, disease 

gene set and find out the most significant genes which plays a 

major role in causing Bipolar disorder and also find out the 

genes which are co-occurring with significant genes which 

causing disease.  
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