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1. Introduction 

The problem of enhancing speech degraded by additive 

background noise, when only a single channel is available, 

remains challenging due to the insufficient information 

available to separate the underlying speech from the 

uncorrelated noise. In the past many algorithms have been 

proposed to solve this problem, such as the power spectral 

subtraction [1], the MMSE short time spectral amplitude 

estimator [2] and wiener filter based algorithms. These 

methods can be viewed in terms of applying spectral gain to 

each frequency bin in a short time frame of the noisy speech 

signal. The same gain function is applied regardless of the 

underlying SNR of each frequency bin. This can be 

problematic since some estimators can over attenuate the 

signal when operating at extremely low SNR levels. On the 

other hand, other estimators tend to apply little attenuation at 

the expense of introducing significant amounts of residual 

noise.  

In most spoken languages, voiced sounds represent a large 

amount (around 80%) of the pronounced sounds. In the classic 

short-time suppression techniques some harmonics are 

considered as noise only components and are consequently 

suppressed by the noise reduction process. This is one major 

limitation of those methods. To overcome this limitation, a 

method, called regeneration of suppressed harmonics that 

takes into account the harmonic characteristic of speech, is 

proposed. In this approach, the output signal of classic noise 

reduction technique is further processed to create an artificial 

signal where in the missing harmonics are automatically 

regenerated. This artificial signal is used to refine the apriori 

SNR used to compute a spectral gain. 

2. Speech Signal Estimator 

 A noisy speech signal ),( nmy can be modelled as 

the sum of clean speech ),( nms  and additive noise 

),( nmd in the frame m of the time domain, i.e.,  

),(),(),( nmdnmsnmy                                      (1) 

and in frequency domain   

      ,,, mDmSm                                      (2) 

where  ,m ,  ,mS  and  ,mD  are the 

spectral magnitudes of the noisy signal, clean speech signal 

and noise respectively. The spectral estimate of speech signal 

 ,ˆ mS is obtained by multiplying a spectral gain factor 

 ,mG  with the noisy speech spectrum  ,m  as given 

in the equ.3. 

      ,.,,ˆ mmGmS                                          (3) 

where  ,mG  assumed to be a function of apriori and 

posteriori SNRs. The apriori and a posteriori SNRs are defined 

as  
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 are the variances of speech and noise respectively. 

A. Speech signal estimation using noise statistics 

In this paper, clean speech signal is estimated using the 

statistical estimators of the speech and noise. The statistical 

estimators of the speech and noise have a certain symmetry, in 

that one can derive the estimator for the noise signal based on 

the estimator of the speech signal by making the appropriate 

substitution of the constituent parameters   ,m  and 

  ,m . 

According to the decision directed algorithm [2] the 

apriori SNR estimate  

          1,1,1,1,ˆ 2   mmGmm                 (4)
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ABSTRACT 

A two stage novel speech enhancement algorithm is presented in this paper. First stage is 

designed such that it can substantially improve the signal to residual spectrum ratio by 

combining statistical estimators of the spectral magnitude of the speech and noise.  By 

expressing the signal to residual spectrum ratio as a function of the estimators gain 

function. We derive a hybrid strategy that can improve the signal to residual spectrum 

ratio when the apriori and the posteriori SNR are detected to the lower than 0dB. The 

enhanced signals still suffer from undesirable speech distortion due to harmonic 

distortion. Some harmonics are considered as noise only components and are suppressed. 

To overcome harmonic distortion introduced in enhanced speech, in the proposed method 

the suppressed harmonics are regenerated. Objective and subjective tests were carried out 

to demonstrate improvement in the perceptual quality of speeches by the proposed 

technique.     
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          where   ,10  is the smoothing factor and the 

operator  P is defined by 



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l

lP
  
 otherwise

l ,0                                                 (5) 

And also the estimator of the speech magnitude spectrum 

is defined by 
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   denotes the gamma function,  0I   and   1I
 denotes 

the modified Bessel functions of zero and first-order, 

respectively. Moreover,  ,mv  is defined by                                                      
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Where the parameters   ,md
 and   ,md

 are defined 

as: 

    ,/1/, mm ssdd  ,                            

        ,/,/,,
2

mmmm ssskd                       (8)  

The new gain function, denoted as 
mH , applies the same rule 

as its counterpart   ,mGs
, and the parameters are now 

defined with respect to the noise. The estimator of the noise 

magnitude spectrum can be computed using 
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Now we can easily compute the speech spectral component as 

follows: 

      ,ˆ,,ˆ mDmmS                                                                                  

        ,,ˆ, mHm m                       

      ,ˆ1, mHm                                

    ,, mGm d                                                (10)         

where  ,mGd
 is the speech estimator derived from 

the noise spectrum estimate. Note that in the case of the wiener 

estimator, due to its symmetry, the   ,mGs
  and 

 ,mGd
 gain functions are the same. This is not the case 

for other estimators such as the MMSE and logMMSE 

estimators.                        

B. Speech signal estimation by measuring segmental SNR 

measure in frequency domain 

 

The frequency-weighted segmental SNR measure [3][4] has 

been found in [5][6] to correlate highly with speech quality 

and intelligibility. This ratio denoted as 
segSNR is defined as: 

  
  

   






 




2

2

,ˆ,

,
,






mSmS

mS
mSNRseg

                       

    
    2

2

,,

,





mGmS

mS

k




 

 

   
    



,,1

,
22

mGmG

m

kk 


                                  (11) 

where  ,mGk
 is the gain function defining a statistical 

estimator. By substituting the value of  ,mGs
 and 

 ,mGd
 in the equ.11, variation of segSNR in terms of 

  ,m  and   ,m  verified experimentally. From the 

experimental results it is clear that the  ,mGd
 estimator is 

more appropriate for low SNR regions, while the  ,mGs
 

estimator is more appropriate for higher SNR regions. This 

becomes more evident when   dBms 0,  . A similar 

segSNR  vs.   ,ms
 pattern was observed with other 

estimators. We can conclude that in order to maximize the 

signal-to-residual spectrum ratio (and subsequently speech 

quality), the following rule needs to be adopted: 
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where the subscript c denotes the “combined” or hybrid 

estimator. 

3. Speech Harmonic Regeneration 

Plapous [7] introduced a simple and efficient way to 

restore speech harmonics in a noisy speech. In such approach, 

a non-linear function NL is applied to a speech signal. Then 

the restored harmonics  nmsharm ,  is obtained by 

    nmsNLnmsharm ,ˆ,                                             (13) 

Note that the restored harmonics  nmsharm ,  are 

generated at the same positions as the clean speech ones. The 

signal  nmsharm ,  cannot be used directly as clean speech 

estimation, because the harmonic amplitudes of this artificial 

signals are biased compared to clean speech. However, it 

contains very useful information that can be exploited to 

improve the estimation of the a-priori SNR. 
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The parameter   ,m  is used to control the mixing 

level of  ,ˆ mS  and  ,ˆ mSharm

 depending on the chosen 

non-linear function (0<   ,m <1). It is necessary to 

combine  ,ˆ mS  and  ,ˆ mSharm

, because the harmonic 
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function can restore harmonics at the desired frequencies, but 

also with biased amplitudes. 

The improved a-priori SNR,   ,ˆ mharm

 can be used to 

obtain a new suppression gain,  ,mGharm
, which will be 

able to preserve most of the harmonics of the speech signal. 

       ,ˆ,,ˆ, mmvmG harmharm                     (15) 

Finally, the resulting speech spectrum is estimated as follows 

      ,,,ˆ mYmGmS harm                              (16)  

Although the suppression gain  ,mGharm
 has the 

ability to preserve the harmonics suppressed with most of the 

common speech enhancement algorithms, it could not avoid 

the distortions if the enhanced signal  ,ˆ mS is distorted 

already. 

3. Proposed Post-Processing Technique 

As discussed previously, the enhanced speech  ,ˆ mS  

suffers from distortions since some weak components of 

speech are considered as the background noise and are 

suppressed together with the noise by common noise reduction 

algorithms. In order to correct this problem, a post-processing 

technique is proposed. 

To allow the harmonic regeneration technique to be more 

effective, implement based on a-priori SNR estimator 

proposed in [8] to the MMSE-LSA in order to get an enhanced 

speech with higher SNR. Then, the harmonic regeneration 

technique is applied to preserve the speech harmonics. A Max 

function is used as the non-linear function NL in equ.13, 

which follows, 

    0,,ˆ,ˆ nmsMaxnms LSAMMSEharm                    (17) 

Following the approach in [7], the parameter   ,m  in 

equ.14, is selected to be the wiener filter gain function. 

However, a-priori SNR estimator   ,m  is proposed for 

computing the wiener estimator as below: 

  WFGm  , ,    where  
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In this case, 
WFG  inherits the advantages of low variance 

structural noise and emphasized speech spectral peaks. Then, 

the a-priori SNR is improved as below: 
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The proposed a-priori SNR estimator   ,ˆ mharm

 is 

applied to equ.12, in order to obtain a new suppression gain 

function  ,mGharm
. The enhanced speech can be obtained 

by applying the new suppression gain  ,mGharm
 to the 

spectrum of noisy speech as follows: 

      ,,,ˆ mYmGmS harmharm                        (20) 

4. Results 

To evaluate and compare the performance of the proposed 

two stage speech enhancement, simulations are carried out 

with the NOIZEUS, A noisy speech corpus for evaluation of 

speech enhancement algorithms, database [9]. 

 The noisy database contains 30 IEEE sentences 

(produced by three male and three female speakers) corrupted 

by eight different real world noises at different SNRs. Speech 

signals were degraded with different types of noise at global 

SNR levels of 0 dB, 5 dB, 10 dB and 15 dB. In this evaluation 

only six noises are considered those are babble, car, train, 

airport and street noise. The following objective quality 

measures used for the evaluation of the proposed speech 

enhancement method  

4.1 Time-domain SNR measure 

The time-domain segmental SNR (SNR seg) measure [10] 

was computed is given by                   
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Where )(ns the input is (clean) signal, )(ˆ ns is the 

processed (enhanced) signal, N is the frame length   and M is 

the number of frames in the signal. Table 1 presents the 

performance Comparisons in terms of the average segmental 

(Avg. SegSNR). From table1 it is clear that the proposed 

approach significantly outperforms the Wiener filter estimator 

and the power spectral subtraction.  

Table 1. Output Avg. SegSNR  (dB). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.2 Log-likelihood ratio (LLR) measure 

The performance of the proposed method was evaluated 

The LLR measure for each 20-ms speech frame was computed 

as follows: 
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Type of noise 

and SNR (dB)  

Wiener 

filter  

Spectral 

Subtraction 

Proposed 

method  

Airport-0  -4.37  -4.06 -3.31 

Airport-5  -2.57  -2.23 -1.73 

Airport-10  -0.06  -0.68 -0.04 

Airport-15  1.88  0.77 1.83 

Babble-0  -4.59  -4.40 -3.63 

Babble-5  -1.39  -1.80 -1.49 

Babble-10  0.03  -0.16 0.69 

Babble-15  2.71  0.7 2.29 

Car-0  -3.93  -4.48 -3.31 

Car-5  -1.65  -1.90 -0.99 

Car-10  0.68  -0.08 0.63 

Car-15  2.31  0.75 2.18 

Street-0  -2.88  -3.16 -2.47 

Street-5  -2.13  -2.28 -1.87 

Street-10  1.20  -0.31 0.89 

Street-15  2.25  0.58 2.08 

Train-0  -3.45  -3.45 -3.03 

Train-5  -0.86  -1.75 -1.03 

Train-10  -0.39  -0.81 0.11 

Train-15  2.62  0.49 2.35 

Station-0  -3.62  -3.72 -2.87 

Station-5  -1.93  -1.83 -1.30 

Station-10  0.95  -0.36 0.72 

Station-15  2.72  0.76 2.28 
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Where 
sa   and 

sR are the linear prediction coefficient 

vector and autocorrelation matrix of the original(clean) speech 

frame respectively, and 
ya is the linear prediction coefficient 

vector of the enhanced speech frame. The LLR is a spectral 

distance measure which mainly models the mismatch between 

the formats of the original and enhanced signals. The mean 

LLR value was obtained by averaging the individual frame 

LLR values across the sentence. The LLR results are tabulated 

in Table 2, smaller spectral distance values (LLR) were 

obtained by the proposed method. 

Table 2. LLR values (dB). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The timing waveforms and spectrograms for enhanced 

speech signal are shown in Fig.1 and Fig.2 respectively. From 

timing waveforms and spectrograms, it is confirmed that a 

reduction of the residual noise and speech distortion is 

achieved with proposed method. 

 

Fig 1. Timing waveforms of (a) clean speech, (b) noise 

corrupted speech signal with Babble noise at SNR 0dB and 

enhanced speech signals using (c) Wiener filtering (d) 

power spectral subtraction and (e) proposed method. 

 

 

Fig 2. Spectrograms of (a) clean speech, (b) noise 

corrupted speech signal with Babble noise at SNR 0dB and 

enhanced speech signals using (c) Wiener filtering (d) 

power spectral subtraction and (e) proposed method. 

Conclusion 

In this research article suppressed harmonics are 

regenerated. Objective and subjective tests were carried out to 

demonstrate improvement in the perceptual quality of 

speeches by the proposed technique. The proposed approach 

significantly outperforms the Wiener filter estimator and the 

power spectral subtraction. Mean LLR value was obtained by 

averaging the individual frame LLR values across the 

sentence. The LLR results are smaller spectral distance values 

(LLR) were obtained by the proposed method. Timing 

waveforms and spectrograms, it is confirmed that a reduction 

of the residual noise and speech distortion is achieved with 

proposed method. 
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