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1. Introduction 

As of late with springing of the web, significant measure 

of information is available on the web, nevertheless it is 

difficult to manage every one of the information and that 

results into information over-burden, to vanquish the issue of 

information over-burdening suggestion structure was 

introduced. The principle point of the recommendation 

framework is to prescribe the most appropriate things to the 

client. Nowadays, clients depend on recommendations or 

suggestions from other individuals by talked words, reports of 

news from news media, general studies, reference letters, 

travel guides and many others like this. 

In this manner, recommendation system assumes a vital 

part in finding the best things. A recommendation system 

filtered the information through information investigation 

methods which are valuable to prescribe the reasonable things 

to the client. Recommendation systems work from a 

particular kind of data filtering system method that endeavors 

to suggest information things (motion pictures, TV 

program/appear/scene, music, books, news, pictures, website 

pages, logical writing and so forth.) or social components 

(e.g. individuals, occasions or gatherings) that are probably 

going to hold any importance with the user [1]. The 

recommendation system likewise thinks about the client 

profiles and looks to foresee the evaluations. 

1.1 Types of Recommendation System 
Moreover, the Recommendation system use opinions 

about the community of users and to determine content of 

interest using certain rules extractions. Recommendation 

systems are classified into 3 approaches which are 

collaborative, content-based or knowledge-based method to 

have a better recommendation. The utilization of productive 

and exact recommendation techniques is critical for a 

framework that will give great and valuable recommendation 

to its individual clients. This clarifies the significance of 

understanding the highlights and possibilities of various 

recommendation techniques. Figure 1.1 shows the anatomy of 

different recommendation filtering techniques.   

 

Figure 1.1. Recommendation System Filtering 
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ABSTRACT 

This paper presents a Product recommendation system based on metric analysis of 

product descriptions. The developed system ranks the catalog of products and offers 

corresponding items to the user’s request while, at the same time, selecting the most 

diverse items. An algorithm for ranking is developed. Based on the request, the 

recommendation system finds the distance from this request to all documents from the 

collection of data. The request and the collection of data are sets of features. The system 

ranks the results in accordance with the following rules: minimizes the distance from the 

query to the relevant results, maximizes the distance from the query to the irrelevant 

results and maximizes the distance between the relevant query results. For ranking, 

Heterogeneous Euclidean-Overlap Metric (HEOM) of clothes catalogue items is used. 

HEOM metric uses different attribute distance functions to measure distances between 

objects in mixed scales. A dataset of clothes catalogue items is collected. The system, in 

addition to the basic attributes given as text descriptions of product, uses attributes based 

on expert description such as fashion, psychological age and attractiveness. The dataset 

has features of text, linear and nominal scales. The computational experiment shows the 

effectiveness of the proposed algorithm. The importance of features of the collection of 

data is defined. A software product demonstrating the recommendation system in action 

is developed.                                                                                   
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A. Collaborative Based Recommendation System 

Collaborative filtering Algorithm recommender system 

ended up a standout amongst the most looked into strategies 

of recommender systems. in the event that clients had similar 

interests before, they will likewise have comparative tastes 

later on. For example, if client an and client B have a buy 

history that covers firmly and client A has as of late 

purchased a thing that client B has not yet been, the 

fundamental method of reasoning is to propose this thing 

likewise to client B. Collaborative filtering is an area 

autonomous expectation method for content that can't without 

much of a stretch and satisfactorily be depicted by metadata, 

for example, motion pictures and music. Collaborative 

filtering method works by building a database (client thing 

network) of inclinations for things by clients. It at that point 

matches clients with important intrigue and inclinations by 

computing similitudes between their profiles to make 

recommendations. Such clients manufacture a gathering 

called neighborhood. A client gets recommendations to those 

things that he has not evaluated previously but rather that 

were at that point decidedly appraised by clients in his 

neighborhood. Recommendations that are delivered by CF 

can be of either forecast or recommendation. Forecast is a 

numerical esteem, Rij, communicating the anticipated score 

of thing j for the client I, while Recommendation is a 

rundown of best N things that the client will like the most as 

appeared in Fig. 1.3. The system of collaborative filtering can 

be partitioned into two classifications: memory-based and 

model based. 

 

Figure 1.2. Collaborative Filtering process. 

The collaborative filtering method recommends items in 

light of user based approach and item based approach [2]. 

1)  User-based approach 

In user-based approach user plays critical part. On the off 

chance that specific gathering of users has same taste, at that 

point they join into one gathering. Proposals are given to user 

based on assessment of things by different users shape a 

similar gathering, with whom he/she shares regular 

inclinations. If the item was positively rated by the 

community , it will be recommended to the user. 

2)  Item-based approach 

In Item-based approach the items assume a critical part. 

Recommendations are based on assessment of the items. The 

framework creates recommendations with items in the area 

that a client would incline toward. 

B. Content Based Recommendation System 

In Content-based recommender systems, it manages 

profiles of the clients that were made toward the start.  

A profile has data about the client and his/her taste which 

is based on how a client rates the things. In the 

recommendation process, the motor analyzes things that were 

at that point evaluated by client with things that he/she didn't 

rate and searches for similitudes. The things which are 

profoundly appraised will be prescribed to the clients [2]. 

With regards to content-based recommendation, the 

accompanying inquiries that emerge:  

• How to figure out which items match, or minimum like or 

good with, a client's advantages?  

• Which techniques can be utilized to consequently remove or 

take in the item portrayals? 

C. Hybrid Recommendation System 

In Hybrid Recommendation it is a blend of both 

collaborative approach and content-based approach. With the 

assistance of Hybrid Recommendation, distinctive kinds of 

issues can be effortlessly beaten the issue, for example, Cold-

Start issue can be taken care of utilizing the Hybrid 

Recommendations[3]. The blend of methodologies can 

continue in various ways:  

1) How does implementation of algorithm take place?  

2)How to utilize some rules of content filtering in 

collaborative filtering?  

3)How to extract rules in the Hybrid Recommendation 

System? 

2. Related Work 

S.Pandya [10].In this paper, the real difficulties, for 

example, "data sparsity" and "cold start problem" are tended 

to.To defeat these difficulties, they propose another 

philosophy by consolidating the clustering algorithm with 

Eclat Algorithm for better principles age. Right off the bat, 

they group the rating grid in view of the user similarity. At 

that point they change over the clustered data into Boolean 

data and applying Eclat Algorithm on Boolean data 

productive principles age happens.Finally, in view of 

guidelines age suggestion happens. Our investigations 

demonstrate that approach diminish the sparsity level as well 

as increment the precision of a framework. 

Hirdesh Shivhare et al. [11] proposed an integrative 

technique by combining fuzzy c-implies clustering strategy 

and genetic algorithm based weighted similarity measure to 

construct a movie recommendation system. The proposed 

motion picture recommendation system gives better 

similitude measurements and quality than the current Movie 

recommendation system but the computation time which is 

taken by the proposed recommendation system is more than 

the existing recommendation system. This problem can be 

settled by taking the grouped data focuses as an information 

dataset 

Gaurangi Tilak et al.[12] introduced Movie GEN, a 

specialist framework for motion picture proposal. They 

executed the framework utilizing machine learning and group 

investigation based on the basis of hybrid recommendation 

method. In view of the Support Vector Machine forecast it 

chooses motion pictures from the dataset, groups the motion 

pictures and creates inquiries to the clients. In light of the 

user`s answers, it refines the motion picture set lastly 

prescribes films to the clients. 

Davidson,et al.[13] examined about the recommendation 

system that YouTube uses to prescribe recordings to its 

clients in view of the past action of the clients and keeping in 

mind that doing that, they have likewise talked about and 

brought up a few difficulties that is looked by the 

arrangement of YouTube while doing its undertaking.  
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They gave their test points of interest and assessment 

system that they utilized for testing and tuning of new 

algorithms. 

H. Chen and A.Chen [14] composed a music 

recommendation system. Their work process comprises of 

dissecting the music objects, determining the representative 

track, separating six highlights from the track. That is the 

means by which music objects are assembled. So as to 

comprehend the interests of the clients, their entrance history 

is breaking down. Suggestion techniques are proposed chiefly 

in light of the favored degrees of the audience members to the 

music groups.  

Ahmed,et al.[15] exhibited how TV series 

recommendation can be challenging and not the same as 

motion picture recommendation.In TV series 

recommendation,time responsibility issue should be 

dissected. Other than investigating classification, which 

includes some additional work TV series recommendation 

and this paper demonstrated an approach to accomplish that 

using fuzzy systems.  

Park, Hong, and Cho [16] proposed a recommendation 

framework which is customized where clients' inclination is 

reflected by Bayesian Networks. The parameters are found 

out from a dataset though the structure of the Bayesian 

Network was worked by a specialist. The framework they 

proposed works by gathering setting data, for example, area, 

time, and climate condition. It additionally breaks down client 

ask for from the cell phone to surmise the most supported 

thing with the goal that it can give a proper office by 

indicating it in the guide. 

Baatarjav, Phithakkitnukoon, and Dantu [17] 

presented a group recommendation framework for the 

prominent social network Facebook understanding the issue 

clients experience to discover right gatherings. They utilized 

a blend of hierarchical clustering technique and decision tree. 

They worked on understanding groups by analyzing the 

member profiles. 

Xiaoyingwang and Chengliang Wang [18] they 

develop an online business recommendation framework 

which depends on enhanced community oriented separating 

procedures. In the system algorithm, we incorporate the 

review topics into user-based collaborative filtering 

algorithm, use LDA demonstrate in view of Spark to create 

audit points dissemination, and afterward build up client 

comparability by consolidating client inclinations likeness 

and client rating similitude computed the positioning of the 

item. 

Marcelo de Campos Niero, et al. [19] presents different 

comparability measures to ascertain the likeness between 

different clusters. The comes about demonstrate that sets of 

groups with a large difference in the number of data samples 

are more sensitive to errors, the number of mixtures of an 

external model affects the discriminative power of distance 

measures, and the number of estimated parameters affects the 

speaker discrimination. All trials are performed on a selection 

from TIMIT corpus and the diarization undertaking database 

utilized as a part of the 2002 NIST Speaker Recognition 

Evaluation. 

Tessy Badriyah et al. [20] This exploration builds up a 

hybrid recommendation framework for internet business that 

executes Content-based Filtering and Collaborative Filtering 

techniques,which will process the similarities of item 

portrayal and client profile. In analyze comes about, it was 

discovered that the recommendation has closeness with item 

portrayal and the inclination of client profile with the normal 

of exactness esteem is 67.5% and review esteem is 71.47%. 

Chao Ma et al.[21] built up another question 

recommendation framework in view of hunt objective move 

Graphs. Exploratory inquiry is an undeniably critical action 

for Web searchers. Be that as it may, the ebb and flow look 

framework can't give adequate help to exploratory inquiry. In 

this way, they made top to bottom investigation for 

exploratory pursuit procedures, and found that there are 

considerable measures of inquiry objective move wonders in 

exploratory hunt. In view of this reality, they have planned 

another inquiry recommendation strategy to help exploratory 

hunt. Right off the bat, as per the behavioral attributes of 

searchers in the hunt objective move forms, every one of the 

questions submitted in the inquiry objective move forms are 

separated from web crawler logs utilizing machine learning. 

And after that they have utilized the inquiries to fabricate a 

hunt objective move diagram; at long last, the arbitrary walk 

calculation is utilized to get the inquiry recommendations in 

the pursuit objective move chart 

3. Proposed Methodology 

The research problem is a crucial part of any research 

activity. If nature of the problem is clear that it is very easy to 

solve the problem. 

The objective of this examination work is to create item 

recommendation system in light of metric investigation of 

item portrayals. The recommendation system discovers items 

like the questions. Similitude is characterized as a base 

separation between an inquiry and reactions. We additionally 

endeavor to boost the separation between applicable 

reactions. The most extreme separation between applicable 

reactions enables clients to discover important garments with 

greatest distinction inside a base separation to inquiry. 

 

Figure 1.3. The Overall System Design for analyzing 

product recommendation System. 
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We propose the speculation that item depictions 

(highlights) have diverse significance (distinctive weight). It 

isn't important to consider all highlights to suggest client’s 

comparable items. Most likely individuals take a gander at a 

few highlights and, in view of them, settle on their choices to 

pick items. In figure 1.3 we show an overall system design 

for analyzing product recommendation system. 

Machine Learning Algorithms 

We apply Bow and Tf-idf algorithm to the product data 

set. During implementation the methodology steps are applied 

one by one. This work compares the performance of two 

algorithms on the same dataset. 

1. Bag of Words (BoW) algorithm 

A bag-of-words model, or BoW for short, is a method for 

removing highlights from content for use in displaying, for 

example, with machine learning algorithms. The approach is 

extremely basic and adaptable, and can be utilized as a part of 

a horde of courses for separating highlights from documents. 

A bag-of-words is a portrayal of content that depicts the event 

of words inside a record. It includes two things: 

 A vocabulary of known words.  

 A measure of the presence of known words. 

It is known as a "bag" of words, on the grounds that any 

data about the request or structure of words in the report is 

disposed of. The model is just worried about whether known 

words happen in the archive, not where in the record. You 

can think about the bag-of-words (BoW) display as a machine 

which takes as info an arrangement of archives and yield a 

table containing the recurrence include of each word each 

report. Let’s us suppose we have only one document 

containing only one sentence: I love dogs. 

Let’s us apply BoW 

 

Figure 1.4. Bag-of-Words apply to One Document. 

The BoW yields a table wherein each line compares to an 

archive and every section speaks to a one of a kind word. The 

passages are the include of each word each document. We 

can't generally get any knowledge from the table, since we're 

just thinking of one as archive. Every section in the table is 1, 

since the primary record clearly contains every interesting 

word in the principal document. The BoW demonstrate was 

made as a way to think about an arrangement of reports. 

There truly is no point on the off chance that you just have a 

solitary record. 

Algorithm: 

a. Collect Data. 

b. Design the vocabulary. 

c. Create Document vectors. 

d. Managing vocabulary. 

e. Scoring words. 

f. Word hashing. 

2. Term Frequency inverse document Frequency (Tf-idf) 

The BoW model is a perfectly acceptable model to 

convert raw text to numbers. However, if our purpose is to 

identify signature words in a document, there is a 

better transformation that we can apply.  

Tf-idf is shorthand for term frequency – inverse 

document frequency. So, two things: term frequency and 

inverse document frequency. 

 

Figure 1.5. Tf-idf Model. 

Inverse document frequency (idf): For a word to be 

considered a signature word of a document, it shouldn’t 

appear that often in the other documents. Thus, a signature 

word’s document frequency must be low, meaning its inverse 

document frequency must be high. The idf is usually 

calculated as  

 

The Tf-idf is the product of these two frequencies. For 

a word to have high Tf-idf in a document, it must appear a lot 

of times in said document and must be absent in the other 

documents. It must be a signature word of the document. 

 

Figure 1.6. Output of Tf-idf Model. 

4. Implementation Result 

In this paper, Python language and Anaconda tool is used 

in order to implement different techniques on different 

datasets. 

1. Data Analysis and Interpretation  

1.1 Snapshot of amazon product dataset 

In this study, we used the cloth dataset of amazon 

company, which has been taken from the kaggle. Table 1.1 

describe the feature details of the dataset. 

Table 1.1. Features Description. 

Variable Name Represented As 

Brand Text 

Color Text 

Product type name Text 

Title Text 

Price Integer 

Brand Text 

Asin (product id) text 

2. Recommendation Result 

2.1 Using BoW algorithm 

This algorithm takes two value as an input. First is 

product id of the item that you clicked and second is the 

number of similar products that you want to recommend to 

the end user. 

The query is bag_of_word_model (12566,20). When we 

execute this query the result is displayed in the heat map form 

with recommended image. The result is displayed in figure 

1.7. 
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Figure 1.7. Result of Bag of Words Algorithm. 

Recommended Results of the query according to the 

minimum Euclidean distance. 

Table 1.2. Recommended Result of Bag of Words 

Algorithm. 

Euclidean Similarity with 

the query image 

Recommended 

Product 

1.73205080757 
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2.2  Using Tf-idf algorithm 

First it calculates the cosine similarity of the product id 

with all the remaining product id store in the corpus and 

maintain the distance matrix. Then it returns the list of 

products that has minimum distance. 

The query is Tf-idf (12566,20). When we execute this 

query the result is displayed in the heat map form with 

recommended image. The result is displayed in figure 1.8. 

 

 

 

Figure 1.8. Result for Original query according to Tf-idf. 

Recommended Results of the query according to the 

minimum Euclidean distance. 

Table 1.3. Recommended Result of Tf-idf Algorithm. 

Euclidean Similarity with 

the query image 

Recommended 

Product 

0.753633191245 
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0.935764394377 
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2.3 Performance Comparison 

The motivation behind this work is the performance 

shown by BoW and Tf-idf techniques. As Table 1.2 shows 

the accuracy details of BoW whereas Table 1.3 shows the 

improved performance of Tf-idf model. This shows an 

effective impact of Tf-idf algorithm in the prediction results 

of recommendation system. Bag-of-words is simple to 

generate but far from perfect. If we count all words equally, 

then some words end up being emphasized more than we 

need. Tf-idf is a simple twist on top of bag-of-words. It is 

clearly visible in table 1.3 that the results are calculated using 

Tf-idf algorithm are more accurately recommended as 

comparison to the result 1.2 which are calculated by BoW. 

5. Conclusion and Future Scope 

Recommendation systems have been an important in E-

commerce on the web for the customer to suggest items what 

they would be interested. With the increasing number of users 

and items, recommendation systems encounter the main 

shortcoming: data sparsity and data scalability problems, 

which bring out the poor quality of prediction and the 

inefficient time consuming.  

In this paper, I have proposed item-based collaborative 

filtering approach applying dimension reduction to improve 

the predictive accuracy and recommendation quality in 

overcoming the existing limitations. By reducing the noise of 

dimensional data, it focuses on typical and popular items to 

compute the similarity between them and to predict the most 

similar items to users. The experimental results show that this 

approach makes a considerable impact on providing better 

accuracy of prediction and much faster execution time in 

comparison with traditional UBCF and IBCF. It results in 

improving the quality of recommendation system using 

collaborative filtering.  

The potential limitation would use this approach with 

dataset widely consisting of not enough ratings by users, 

expecting less accuracy. Therefore, to overcome this 

challenge, I propose an approach to mix both explicit and 

implicit ratings to alleviate the data sparsity problem further 

in this aspect. 
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