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Introduction 

This paper is concerned with EM method of estimation 

missing data. missing data may be ignored or neglected, 

which may lead to Estimates that has less efficient, and may 

limit use of some statistical methods that require that there are 

no missing data, In this case, some bias may occur in results 

and weakness in power of statistical tests and measurements 

used. 

Attention has to be taken about missing data, their 

processing and the mechanism of dealing with them. With the 

increase in development progresses in statistical programs 

that use computers to proceed, researcher should pay 

attention by using most appropriate analysis of his data, in 

order to arrive to conclusions that have more accurate   

parameters. To achieve this objective, an appropriate method 

of processing missing data must be chosen before starting the 

analysis.  

Problem of the Study 

It has been demonstrated repeatedly that missing data can 

have large effects on the results of a survey. Moreover, 

increasing the sample size without targeting nonresponse 

does nothing to reduce bias in missing data; Increasing the 

sample size may actually worsen the nonresponse bias, as the 

larger sample size may divert resources that could have been 

used to  reduce or remedy the nonresponse, or it may result in 

less care in the data collection [1]. The main problem caused 

by nonresponse is potential bias. 

Objectives of the study 

The   study aims at identifying   the efficiency of EM 

method for estimating missing data, by comparing its 

estimates with parameters of real data. 

Hypotheses of the study 

The paper hypothesizes the followings: firstly, missing 

completely at random (MCAR). Secondly, main hypothesis, 

there is a statistically significant difference between means of 

parameters and estimated values. Lastly, the correlation 

between parameters and estimated values is significant. 

Methodology of the study 

In this study, a descriptive and analytical approach are 

used to determine the efficiency of EM method for estimating 

missing data according to the accurate scientific conditions to 

increase the accuracy of the estimates of the estimators. The 

paper is based on the applied side of generated data with 

mean 1000 and variance 10. It also uses SPSS Program as 

analytical tool to estimate and analyze data. 

Theoretical formulation  

In this Section, we will introduce some basic concepts 

that will be used in the rest of the paper. These concepts 

include: 

Definition of missing data 

Missing data (or missing values) is defined as the data 

value that is not stored for a variable in the observation of 

interest. The problem of missing data is relatively common in 

almost all research and can have a significant effect on the 

conclusions that can be drawn from the data [2]. Accordingly, 

some studies have focused on handling the missing data 

problems caused by missing data, and the methods to avoid or 

minimize such in science researches [3, 4]. 

Missing data mechanisms  

There are different assumptions about missing data 

mechanisms: 

 a) Missing completely at random (MCAR): Missing 

completely at random (MCAR): Suppose variable Y has some 

missing values. We will say that these values are MCAR if 

the probability of missing data on Y is unrelated to the value 

of Y itself or to the values of any other variable in the data 

set. However, it does allow for the possibility that 

“missingness” on Y is related to the “missingness” on some 

other variable X. [5] [6] 
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b) Missing at random (MAR): a weaker assumption than 

MCAR: The probability of missing data on Y is unrelated to 

the value of Y after controlling for other variables in the 

analysis (say X). Formally: P(Y missing |Y, X) = P(Y missing 

|X) [6]. 

c) Missing not at random (MNAR): Finally, data are 

missing not at random (MNAR) when the probability of 

missing data on a variable Y is related to the values of Y 

itself, even after controlling for other variables [7] 

The EM Algorithm 

This algorithm is a parametric method to impute missing 

values based on the maximum likelihood estimation. This 

algorithm is very popular in statistical literatures and has been 

discussed intensively by many researchers, such as: [8], [9], 

[10], and [11].  

This algorithm uses an iterative procedure to finding the 

maximum likelihood estimators of parameter vector through 

two step described in Dempsteret al. [9] and [10] as follows: 

 a). The Expectation step (E-step) 

The E step is the stage of determining the conditional 

expected value of the full data of log likelihood function 

 ( | ) given observed data. Suppose for any incomplete data, 

the distribution of the complete data   can be factored as 

 ( | )   (           | ) 

  (    | )  (    |       )                                         (1) 

Where  (    | ) the distribution of the data is 

observed     
 and  (           | ) is the distribution of 

missing data given data observed. Based on the equation (1), 

we obtained log likelihood function 

 ( | )   ( |    )       (    |       )                     (2) 

Where   ( | ) is log likelihood function of complete 

data,   ( |    ) is log likelihood function of observed data, 

and   (    |       ) is the predictive distribution of missing 

data given   

Objectively, to estimate   is done by maximizing the log 

likelihood function (2). Because     
 not known, the right 

side of equation (2) can not be calculated. As a solution, 

 ( | ) is calculated based on the average value 

       (    |       ) using predictive distribution 

  (    |       
( )), where  ( ) is temporary estimation of 

unknown parameters. In this context, an initial estimation 

 ( )  be calculated using the complete case analysis. With 

this approach, the mean value of equation (4) can be 

expressed 

 ( | ( )) = 

 ( |    )  ∫      (    |       )  (    |       
( ))      

 

 ∫  ( |    )

 ∫      (    |       )    (    |       
( ))      

 

 ∫  ( | )  (    |       
( ))                                 (3) 

The equation (3) basically a conditional expected value 

of log likelihood function for complete data  ( | ) given 

observed data and initial estimate of unknown parameter. 

b). the maximization step (M-step) 

The M step is to obtained the iteratively estimation 

 (   ) with maximizes   ( | ( )) as follow 

 ( (   )| ( ))     ( | ( ))                                      (4) 

Both E and M steps are iterated until convergent. 

 

Application  

In this Section, we will introduce the applied side 

Results and discussion 

Firstly: Results related by the first case MCAR 

i. With respect to Little’s MCAR test 

To test this hypothesis, we calculated values of Chi-

Square and p-value, table (1) shows that 

Table (1). little’s MCAR test, Chi-Square and p-value. 

missing data Little’s MCAR 

Chi-Square p-value 

5% 0.122 0.727 

10% 2.471 0.116 

15% 0.547 0.460 

Source: The researcher from applied study, SPSS 

Package, 2018 

The above table shows the p-values of little's MCAR test 

of the missing data of 5% , 10% and 15% are respectively 

(0.727), (0.116) and (0.460) which are greater than significant 

level (0.05). And, that means, the missing completely at 

random (MCAR). 

ii. With respect to Std. Error Mean for real data and 

estimates EM method 

We calculated means and std. deviation of deviation 

errors depend on parameters of real data and estimates of EM 

method. Table (2) shows that 

Table (2). Comparison of Mean, Std. Deviation and Std. 

Error Mean results between parameters of real data and 

estimates EM. 
missing 

data 
real data EM method 

mean Std. 

Deviati

on 

Std. 

Error 

Mean 

mean Std. 

Devi

ation 

Std. 

Error 

Mean 

5% 1005.34 10.14 4.54 1002.32 1.34 0.60 

10% 1006.79 6.45 2.05 1002.38 0.40 0.13 

15% 1000.86 11.32 2.92 1002.15 1.77 0.46 

Source: The researcher from applied study, SPSS 

Package, 2018 

From the above table, it has been shown that according to 

the mean parameters of real data, missing data of 10% have 

the highest mean (1006.79), followed by missing data of 5% 

depending on the value of the second largest mean (1005.34), 

lastly missing data of 15% have the less mean (1000.86). 

With std. deviation values, missing data of 10% have the 

lowest std. deviation (6.45), followed by missing data of 5% 

and missing data of 15% (10.14) and (11.32) respectively. 

And std. error mean values, missing data of 10% have the 

lowest std. error mean (2.05), followed by missing data of 5% 

and 10% are (2.92) and (4.54) respectively.  

And mean values of estimates EM method, missing data 

of 10% have the highest mean (1002.38), followed by 

missing data of 5% depending on the value of the second 

largest mean (1002.32). Lastly, missing data of 15% have the 

less mean (1002.15). With std. deviation values, missing data 

of 10% have the lowest Std. deviation (0.40), followed by 

missing data 5% and missing data 15% (1.34) and (1.77) 

respectively. And std. error mean values, missing data of 10% 

have the lowest std. error mean (0.13), followed by missing 

data of 15% and 5% are (0.46) and (0.60) respectively. 

From table (2), we notice that there is ostensibly 

difference between means of deviation errors for parameters 

of real data and EM data variables, and to know the statistical 

significance of differences, we used t-test. table (3) shows 

that  

iii. With respect to t-test  

To test this hypothesis, we calculated values of t-test and 

p-value, table (3) shows that 
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Table (3). t-test, p-value and Mean difference. 
missing data t-test 

t p-value Mean difference 

5% 0.661 0.527 3.02 

10% 2.141 0.061 4.40 

15% 0.436 0.669 1.28 

Source: The researcher from applied study, SPSS 

Package, 2018 

From the above table, it shows the p-values for t-test of 

the missing data of 5%, 10% and 15% are respectively 

(0.527), (0.061) and (0.669) which are greater than significant 

level (0.05). And, therefore, there is no a statistically 

significant difference between means. We concluded that to 

impute the missing values we can be used the EM method in 

case MCAR and missing data percentages 5%, 10% or 15%. 

iv. With respect to Covariances and Correlations  

We calculated Covariances and Correlations depending 

on parameters of real data and estimates EM method 

variables. table (4) shows that  

Table (4). Covariances and Correlations, Pearson 

Correlation and p-value.  Between parameters of real 

data and estimates EM method. 

missing data Covariances Correlations 

Pearson p-value 

5% 0.796 0.059 0.926 

10% -0.377 -0.146 0.687 

15% -2.255 -0.111 0.693 

Source: The researcher from applied study, SPSS 

Package, 2018 

From the above  table, it has been shown that according 

to the covariances values between parameters of real data and 

estimates EM method, missing data of 5% covariance is 

(0.796), missing data of 10% covariance is (-0.146), lastly 

missing data of 15% covariance is (-0.111). And correlations 

values between parameters of real data and estimates EM 

method, missing data of 5% pearson correlation is (0.059), 

which indicates that there is a moderate positive relationship, 

with p-value (0.926) that means, the correlation is not 

significant, missing data of 10% pearson correlation is  

(-0.146), which indicates that there is a very weak negative 

relationship, with p-value (0.687) that is means, the 

correlation is not significant, missing data of 15% pearson 

correlation is (-0.111), which indicates that there is a very 

weak negative relationship, with p-value (0.693) that is 

means, the correlation is not significant. 

Secondly: Results related by the second case NMCAR 

i. With respect to Little’s MCAR test 

To test this hypothesis, we calculated values of Chi-Square 

and p-value, table (5) shows that 

Table(5). little’s MCAR test, Chi-Square and p-value. 

missing data Little’s MCAR 

Chi-Square p-value 

5% 705.4 .0..7 

10% 5.970 0.015 

15% 80966 .0..6 

Source: The researcher from applied study, SPSS 

Package, 2018 

From the above table, it shows the p-values of little's 

MCAR test of the missing data of 5% , 10% and 15% are 

respectively (0.034), (0.015) and (0.008) which are less than 

significant level (0.05). And, that is means, not missing 

completely at random (NMCAR). 

ii. With respect to Std. Error Mean for parameters of real 

data and estimates EM method 

We calculated means and std. deviation of deviation 

errors depend on parameters of real data and estimates 

EM method. table (6) shows that 

Table (6). Comparison of Mean, Std. Deviation and Std. 

Error Mean results between parameters of real data and 

estimates EM method. 

missin

g data 

real data EM method 

mean Std. 

Deviat

ion 

Std. 

Error 

Mean 

mean Std. 

Devi

ation 

Std. 

Error 

Mean 

5% 8...096 40.. .08. 8..8084 .0.8 8078 

10% 8..6067 909. .087 8..80.4 8.06. .07. 

15% 995077 60.. .08. 8...0.4 .086 .0.5 

Source: The researcher from applied study, SPSS 

Package, 2018 

From the above  table, it has been shown that according 

to the mean parameters of real data, missing data of 10% have 

the highest mean (1008.84), followed by missing data of 5% 

depending on the value of the second largest mean (1003.98), 

lastly missing data of 15% have the less mean (995.44). With 

std. deviation values, missing data of 5% have the lowest std. 

deviation (7.00), followed by missing data of 15% and 10% 

are (8.22) and (9.93) respectively. And std. error mean values, 

missing data of 15% have the lowest std. error mean (2012), 

followed by missing data of 5% and 10% are (3.13) and 

(3.14) respectively.  

And mean values of estimates EM method, missing data 

of 15% have the highest mean (1003.37), followed by 

missing data of 10% depending on the value of the second 

largest mean (1001.27), lastly missing data of 5% have the 

less mean (1001.17). With std. deviation values, missing data 

of 10% have the lowest std. deviation (0.18), followed by 

missing data of 5% and missing data of 10% are (3.26) and 

(10.82) respectively. And std. error mean values, missing data 

of 15% have the lowest std. error mean (0.05), followed by 

missing data of 5% and missing data of 10% are (1.46) and 

(3.43) respectively.  

We note from table (6) there is ostensibly difference 

between means of deviation errors for parameters of real data 

and EM data variables, and to know the statistical 

significance of differences, we used t-test. Table (7) shows 

that 

iii. With respect to t test  

To test this hypothesis, we calculated values of t-test and 

p-value, table (7) shows that 

Table (7). t-test, p-value and Mean difference. 

missing data t-test 

t p-value Mean difference 

5% 808.. 0.315 3.8. 

10% 808.. .08.. 4054 

15% .04.4 .0... 409. 

Source: The researcher from applied study, SPSS 

Package, 2018 

From the above table, it shows the p-values of t-test for 

the missing data 5%, 10% are respectively (0.315), (0.120) 

are greater than significant level (0.05). And, therefore, there 

is no a statistically significant difference between means. p-

value of t-test for the missing data 15% (0.002) is less than 

significant level (0.05). And, therefore, there is a statistically 

significant difference between means. Hence, based on those 

results, we concluded that to impute the missing values we 

can used the EM method in case NMCAR and missing data 

percentages 5% or 10%. 

iv. With respect to covariances and correlations  

We calculated covariances and correlations depend on 

real data and estimates estimates EM method. table (8) shows 

that
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Table (8). Covariances and Correlations, Pearson 

Correlation and p-value.  Between real data and estimates 

EM method. 

missing data Covariances Correlations 

Pearson p-value 

5% -15.60 -0.683 .0..7 

10% 18.19 0.169 0.640 

15% .079. .0..8 .0..8 

Source: The researcher from applied study, SPSS 

Package, 2018 

From the above  table, it has been shown that according 

to the covariances values between parameters of real data and 

estimates EM method, missing data of 5% covariance is (-

15.60), missing data of 10% covariance is (18.19), lastly 

missing data of 15% covariance is (0.490). And correlations 

values between parameters of real data and estimates EM 

method, missing data of 5% pearson correlation is (-0.683), 

which indicates that there is a moderate negative relationship, 

with p-value (0.204) that is means, the correlation is not 

significant, missing data of 10% pearson correlation is 

(0.169), which indicates that there is a very weak positive 

relationship, with p-value (0.640) that is means, the 

correlation is not significant, missing data of 15% pearson 

correlation is (0.326), which indicates that there is a weak 

positive relationship, with p-value (0.236) that is means, the 

correlation is not significant. 
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