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Introduction 

Alzheimer‟s disease is the most common form of 

dementia [1,2,3] in people. Alzheimer‟s disease (AD) [4, 5, 6] 

is an irreversible disease of the brain that affects a person‟s 

memory, thinking, and other abilities. The disease is named 

after Dr.Alois Alzheimer. In 1906, Dr. Alzheimer 

noticed changes in the brain tissue of a woman who had died 

of an unusual mental illness. Her symptoms included memory 

loss, language problems, and unpredictable behaviour. After 

she died, he examined her brain and found many abnormal 

clumps (now called amyloid plaques) and tangled bundles of 

fibers (now called neurofibrillary, or tau tangles). Figure 1 

shows the brain affected image by Alzheimer‟s disease. 

 

Figure 1. Brain affected by Alzheimer’s disease 

Types of Alzheimer’s disease [7, 8] 

Early-onset Alzheimer's:This type happens to people who 

are younger than age 65. Often, they‟re in their 40s or 50s 

when they‟re diagnosed with the disease. It‟s rare -- up to 5% 

of all people with Alzheimer's have early-onset. People 

with Down syndrome have a higher risk for it. 

Late-onset Alzheimer's: This is the most common form of 

the disease, which happens to people age 65 and older. It may 

or may not run in families. So far, researchers haven‟t found a 

particular gene that causes it. No one knows for sure why 

some people get it and others don‟t. 

Classification of Alzheimer’s disease [9, 10, 11] 

Sporadic: It is caused due to genetic and environmental risk 

factors. 90-95% of cases are recorded under sporadic. 50% 

cases are related to age 85.Only 1% cases are related to 60-65 

age. 

Familial: It is caused due to mutations in gene.5-10% cases 

are recorded under familial. More than two people from a 

family must have alzheimer‟s disease to fall under this kind. 

Stages of Alzheimer’s disease [12, 13, 14] 

Stage 1: normal: There are no symptoms at this stage but 

there might be an early diagnosis based on family history. 

Stage 2: normal aged forget fullness: The earliest 

symptoms appear, such as forgetfulness. 

Stage 3: mild cognitive impairment: Mild physical and 

mental impairments appear, such as reduced memory and 

concentration. These may only be noticeable by someone 

very close to the person. 

Stage 4: mild Alzheimer’s: Alzheimer‟s is often diagnosed 

at this stage, but it‟s still considered mild. Memory loss and 

the inability to perform everyday tasks is evident. 

Stage 5: moderate Alzheimer’s: Moderate to severe 

symptoms require help from loved ones or caregivers. 

Stage 6: moderately severe Alzheimer’s: At this stage, a 

person with Alzheimer‟s may need help with basic tasks, such 

as eating and putting on clothes. 

Stage 7: severe Alzheimer’s disease:-This is the most severe 

and final stage of Alzheimer‟s. There may be a loss of speech 

and facial expressions. 

Symptoms of Alzheimer’s disease [15, 16, 17, 18] 

Everyone has episodes of forgetfulness from time to 

time. But people with Alzheimer‟s disease display certain on-

going behaviours and symptoms that worsen over time.  

These can include: 

 Memory loss affecting daily activities, such as an ability to 

keep appointments 

 Trouble with familiar tasks, such as using a microwave 

 Difficulties with problem-solving 

 Trouble with speech or writing 
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 ABSTRACT 

A novel algorithm for effectively fusing Alzheimer‟s effected medical images is 

proposed in this paper. Fusing is done in the Undecimated Discrete Wavelet Transform 

(UDWT) domain. Firstly, the RGB images are converted in to NTSC images and then 

UDWT is applied. In UDWT domain, Low frequency subbands are fused using 

maximum selection rule and high frequency subbands are fused according to the 

Modified Spatial Frequency (MSF). Lastly, fused image is obtained by inverse UDWT. 

The fused NTSC is again converted in to RGB image for fused RGB image. Superiority 

of the proposed method is presented and justified. Fused image quality is verified with 

various quality metrics i.e., Peak Signal to Noise Ratio (PSNR), Entropy, Spatial 

Frequency (SF) etc.,                                                                                   
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 Becoming disoriented about times or places 

 Decreased judgment 

 Decreased personal hygiene 

 Mood and personality changes 

 Withdrawal from friends, family, and community 

 Symptoms change according to the stage of the disease. 

Undecimated Discrete Wavelet Transform 

The Discrete Wavelet Transform (DWT) [19, 20, 21, 22] 

is referred to as Mallat‟s algorithm, which is based on 

orthogonal decomposition of the image onto a wavelet basis 

in order to avoid the redundancy of information in the 

pyramid at each level of resolution. Consequently, 

Undecimated Discrete Wavelet Transform (UDWT) [23, 24, 

25, 26, 27, 28] avoids image decimation which has been 

developed for image processing applications such as 

denoising [29], texture classification [30, 31], pattern 

recognition and fusion [32, 33, 34, 35, 36, 37, 38]. The 

discrete implementation of UDWT can be accomplished by 

using the „a trous‟ (with holes) algorithm, which presents 

interesting properties such as:  

The evaluation of the wavelet decomposition can be followed 

from level to level. 

A single wavelet coefficient plane is produced at each level of 

decomposition. 

The wavelet coefficients are computed for each location 

allowing a better detection of dominant feature. 

It is easily implemented. 

The „a trous‟ wavelet transform is a non-orthogonal 

multiresolution decomposition, which separates the low-

frequency information (approximation) from high-frequency 

information (detail coefficients). Such a separation uses a 

low-pass filter )(nh , associated with the scale function )(x , 

to obtain successive approximations of a signal through scales 

as follows: 

  
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n
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Where )(0 ka corresponds to the original discrete 

signal )(ks ; j and N are the scale index and the number of 

scales, respectively. 

The wavelet coefficients are extracted by using a high-

pass filter )(ng , associated with the wavelet function )(x , 

through the following filtering operation 
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The perfect reconstruction of data is performed by 

introducing two dual filters )(nhr and )(ngr that should 

satisfy the quadrature mirror filter condition 

 
n

lnlgngrnlhnhr )()()()()(                         (3) 

Where )(l is the Dirac function. A simple choice 

consists in considering )(nhr and )(ngr filters as equal to 

Dirac function ))()()(( nngrnhr  . Therefore )(ng  

is deduced from (3) as  

)()()( nhnng                                         (4) 

Hence, the wavelet coefficients are obtained by a simple 

difference between two successive approximations as follows 

)()()( 1 kakakw jjj  
                                       (5) 

To construct the sequence, this algorithm performs 

successive convolutions with a filter obtained from an 

auxiliary function named as the scaling function. Given an 

image I , the sequence of approximations are constructed are 

as follows 

)(),(),( 23121 AFAAFAIFA                         (6)  

Where F is a scale function. A B3 cubic spline function is 

often used for the characterization of the scale function [16] 

and the use of a B3 cubic spline leads to a convolution with a 

mask of 55  
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As stated above, the wavelet planes are computed as the 

difference between two consecutive approximations 
1jA  

and
jA . Letting  

njAAd jjj ,.....,1,1  
                                     (8) 

In which IA 0
, the reconstruction formula is 
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In this representation, the images ),....,1,0( JjAj  are 

approximations of the original image I at increasing scales 

(decreasing resolution levels), ),........,1( Jjd j  are the 

multiresolution wavelet planes and 
JA is a residual image. 

Note that the original image 
0A has double resolution than

1A , 

the image
1A double resolution than 

2A and so on. However, all 

the consecutive approximations (and wavelet planes) in this 

process have the same number of pixels as the original image. 

This is a consequence of the fact that the „a trous‟ algorithm 

is a non-orthogonal oversampled transform. 

Proposed Medical Image Fusion Method 

In this section, a new method for medical image fusion is 

proposed, which combines the aspects of low frequency 

subbands (LFSs) and high frequency subbands (HFSs) using 

different fusion schemes. The main objective of this paper is 

to fuse the medical images in which the characteristics of the 

images should also be considered. From fig. 2 the MRI image 

provides clear soft tissues information while SPECT provides 

3D soft tissue information. 

Fusing Low Frequency Subbands using Maximum 

Selection Rule 

The LFSs coefficients are fused using maximum 

selection rule. According to this fusion rule, the frequency 

coefficients with greater absolute value are selected as fused 

coefficients which are shown in equation (10). 
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Where X and Y are two source images and F is the fused 

coefficient image. LFSF is the fused LFS image; LFSi
x
 and 

LFSi
y
 are the low frequency subbands of ith region of LFS 

image for X and Y images respectively. 

Fusing High Frequency Subbands using Modified Spatial 

Frequency 

Spatial frequency (SF) proposed by Eskicioglu et al. is 

calculated by row and column frequency. It reflects the whole 

activity level of an image and reflects detailed differences and 
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texture changes, which means the larger the SF, the higher the 

image resolution. We have used a modified version of SF in 

the proposed image fusion method. Modified Spatial 

Frequency (MSF) consists of row frequency (RF), column 

frequency (CF) and diagonal frequency (DF). For an 
nxm image F, the MSF is defined as  

222 )()()( DFCFRFMSF 
                     (11)  

Where, 
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And, 
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Where,  
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Algorithm 

Figure 2 shows the schematic diagram of the proposed 

medical image fusion method. The fusion process is 

accomplished by the following steps: 

1. The source medical images A and B are converted to gray 

images by using NTSC. 

2. Now the new images are decomposed by UDWT at level 1 

to get LFSs and HFSs. 

3. The coefficients of LFSs are fused to get fused LFS using 

the maximum selection rule described in the above section. 

4. The coefficients of HFSs of two source images are 

segmented into several regions. 

5. The modified spatial frequency of corresponding regions of 

segmented HFSs of two source images is computed as 

described in the above section. 

6. Compare the modified spatial frequency of corresponding 

regions of two source images to decide which should be used 

to construct the fused HFS image. 
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Where HFSF is the fused HFS image, MSFi
X
 and MSFi

Y
 are 

the modified spatial frequencies of the ith region of HFS 

image for X and Y images respectively. 

7. The fused gray image is obtained by performing inverse 

undecimated discrete wavelet transform on the fused LFSs 

and HFSs. 

8. Now we apply colour transformation to convert the gray 

image into colour image. 

9. The final fused image is an RGB image 

Experimental Results and Comparisons 

The performance of proposed medical image fusion 

method on various medical images is presented. The first 

example is shown in Fig. 3 which contains different output 

images of different scans. Figs. 3a and b are two medical 

images of MRI and SPECT [39, 40]. Fig. 3c is the fused 

image by proposed method. Figs. 4a and b are MRI and 

SPECT with alzheimer‟s prove that the proposed method 

produces better medical information. Figures 5a and b are 

input images of Type-3. We use the biorthogonal‟ bior6.8, 

with a decomposition level of 1, as the wavelet basis for the 

proposed method. Experimental results on several pairs of 

medical images of MRI and SPECT with alzheimer‟s disease 

[41] prove that the proposed method produces better medical 

information. For further comparison of fusion results the 

following objective fidelity criteria are used and the values of 

all objective criteria [42, 43] are listed in Table 1 for figs. 3, 4 

and 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Schematic diagram of the proposed method 
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(c) 

Figure 3. Fusion results for Type-1 MRI and SPECT 

images (a) MRI image (b) SPECT image (c) Fused image 

by the proposed method. FIRST IMAGE

 

SECOND IMAGE

 

(a) (b) FUSED IMAGE1

 

(c) 

Figure 4. Fusion results for Type-2 MRI and SPECT 

images (a) MRI image (b) SPECT image (c) Fused image 

by the proposed method 

 FIRST IMAGE

 

SECOND IMAGE

 

(a) (b) FUSED IMAGE1

 

(c) 

Figure 5. Fusion results for Type-3 MRI and SPECT 

images (a) MRI image (b) SPECT image (c) Fused image 

by the proposed method 

Table 1. Performance evaluation results for different 

types of MRI and SPECT images. 

MRI-

SPECT 

PSNR 

(dB) 

Entropy 

(bits/symbol) 

Average 

Pixel 

Intensity 

SF 

(Cycles/

millime

ter) 

SD 

Type-1 64.67 6.47 0.23 23.43 0.28 

Type-2 67.13 5.71 0.20 20.00 0.26 

Type-3 54.41 6.77 0.65 60.94 0.34 

Spatial Frequency (SF)  

It is a metric which measures the overall activity level of 

an image and reflects detailed differences and texture 

changes. For an 
nxm

image Z, the SF [20] is defined as  

22 )()( CFRFSF 
                                                  (18) 

Where RF and CF are row frequency and column frequency 

respectively 
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The larger the value of SF, the better the fusion result. 

Entropy (H) 

Entropy is used to measure the information content of an 

image. Entropy is sensitive to noise and other unwanted rapid 

fluctuations. An image with high information content would 

have high entropy. It is defined as: 
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Where 
)(ih

fI
the normalized histogram of the fused 

image and L is the number of frequency bins in the 

histogram. 

Peak Signal to Noise Ratio (PSNR) 

The peak signal to noise ratio is the ratio between the 

maximum value of an image and the magnitude of 

background noise and is commonly used as a measure of 

quality of reconstruction in image fusion. It is defined as: 
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Where L is the number of gray levels in the image (here, 

L=255). Higher PSNR implies better is the quality of fused 

image. 

Standard Deviation (SD) 

Standard deviation is a measure of the dispersion of a set 

of data from its mean. It is calculated as the square root of 

variance by determining the variation between each data point 

relative to the mean. If the data points are further from the 

mean, there is higher deviation within the dataset. The 

standard deviation of an entire population is known as 

(sigma) and is calculated using summation (or total), and N is 

the number of values in the population. 

Average Pixel Intensity 

A pixel (short for picture element) is a small block that 

represents the amount of gray intensity to be displayed for 

that particular portion of the image. For most 

https://www.investopedia.com/terms/d/dispersion.asp
https://www.investopedia.com/terms/m/mean.asp
https://www.investopedia.com/terms/v/variance.asp
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images, pixel values are integers that range from 0 (black) to 

255 (white). 

Conclusion 

In this paper we have discussed a new method for fusing 

Alzheimer‟s affected images based on UDWT. The fusion of 

medical images plays an important role in many clinical 

applications for they can support more accurate information 

than any individual image. This paper presents the detection 

of Alzheimer‟s disease in the following three steps. In the 

first step, the Alzheimer‟s affected images MRI and SPECT 

RGB images are converted in to NTSC image and are 

decomposed into sub images by UDWT. In the second step 

the coefficients of low-frequency band are fused using 

maximum selection rule and the coefficients of high-

frequency band are fused using modified  spatial frequency. 

In the last step, the fused image is constructed by the inverse 

UDWT with the composite coefficients and then the obtained 

NTSC image is again converted in to RGB image. The 

performance of the proposed method proves its accuracy and 

strength over different image fusion techniques with the help 

of visual and quantitative measures. 
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