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1. Introduction 

Crude oil is gaining its importance as a lifeline to the 

world‟s economy. Now it is the most actively traded 

commodity in the world. It is influenced by many factors like 

socio-economic, political and status of financial market of 

respective country. From medium to long run it is influenced 

by the fundamentals of demand and supply and highly related 

to the economic activities of that country. Global crude oil 

fluctuations affect the economy of the nations in a positive or 

negative manner depending whether the country is net 

importer or exporter of crude oil. Hence increase in crude oil 

prices definitely impact on world‟s economy through 

employment, rising inflation, decrease in exchange value all 

of which combine to economic slowdown, whereas decline in 

crude oil prices helps the government to manage the financial 

sector better as it translates into lower subsidies on petroleum 

product, thereby resulting in lower fiscal deficit. It helps the 

government to remain committed to fiscal consolidation road 

map without compromising on economic growth. 

India‟s oil and gas sector is of strategic importance and 

plays a predominantly pivotal role in influencing decision in 

all other sphere of the economy. As a developing country, it 

is committed to excel its economy in the upcoming years. The 

India‟s crude oil and gas sector is one of the six core 

industries in India and has very significant foreword linkages 

with the entire economy. India being a net importer, the 

decrease in crude oil prices is a welcome incentive and 

provides an opportunity to strengthen the fiscal position. 

Even, government has taken this energy turmoil as an 

advantage to reduce the subsidies on fuel consumption and 

thereby strengthen the fiscal position.  

2. Petroleum Industry in India – At A Glance 

Like many other Indian prominent industry, the devel-

opment of the oil and gas industry began slowly. The origin 

of this industry can be seen from 19th century, where oil 

exploration started in Digboi in the state of Assam in 1889. 

Later the government realise the significance of the oil and 

gas sector for economic growth. Therefore, government under 

the Industrial Policy Resolution of 1954 (IPR), declared that 

oil and gas sector would be the crux sector industry. 

Consequential to IPR 1954, the entire sector was controlled 

by the state-owned companies. With the discovery of the 

Cambay and the Bombay offshore basin, the domestic oil 

production increased remarkably. Therefore, in the 1970s, 

almost 70% of the country‟s crude requirement was met 

through domestic production. However, in 1973 the OPEC 

has decreased crude production and declared an embargo on 

oil exports to the United States and the Netherlands (the 

supporters of Israel). After this oil shock, the government of 

India nationalised this sector. This act of the Indian 

government force the major international players exit the 

Indian oil and gas industry. Apart from this, the Indian 

government imposed lot of restriction on the pricing and 

distribution mechanism of oil and gas products in India. Later 

major determinants like technology, distribution etc. increases 

the problem of crude sector in India. In the early 90‟s the 

government allowed the MNC‟s to take part in the bidding 

process. In 1995, the Government declared the joint venture 

program with private players. Subsequent to the various 

reforms taken by the government, the area under oil 

exploration has increased to about 50%. In this movement, 

RIL was made world‟s largest gas discoveries in Jamnagar, 

Gujarat. Further, the sector is witnessing the entry of various 

multinational companies into India. 

India is at present the fastest growing major economy of 

the world. The robust growth in the economy has triggered 

the energy demand and India is positioned to drive the 

incremental demand growth in global energy arena. GDP 

growth at constant (2011-12) prices has averaged 7.3 % for 

the period from 2015-16 to 2017-18, which is highest among 
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the major economics of the world. GDP at constant prices is 

estimated at Rs.130.11 lakh crore showing a growth rate of 

6.7 % over the year 2016-17 of Rs. 121.96 lakh crore. The 

growth is against a backdrop of resurgence in exports coupled 

with global tensions on trade front and volatile global oil 

market with a distinct hardening crude oil prices. On the 

domestic front, the strong growth is underpinned by robust 

private consumption, expectation of greater stability in GST 

and public investment as well as ongoing structural reforms. 

The crude oil production during the year 2017-18 is at 

35.68 MMT as against production of 36.01 MMT in 2016-17, 

showing a decline of 0.90 %. Similarly, in natural gas 

production, 2.36 % higher increase in 2017-18 as compared 

to 2016-17. The trends in the production of crude oil and 

natural gas for the year 2011-12 to 2017-18 have been 

depicted in Table 1.1 & Figure 1.1. 

Table  1.1. Crude Oil & Natural Gas Production 

 
 

Figure 1.1. Crude Oil & Natural Gas Production 

Source: Report from Ministry of Petroleum and Natural Gas, 

Govt of India. 

 Note: Crude oil and Natural Gas Production are in MMT and 

BCM respectively in Figure – 1.1. 

Indian refinery industry, which is second largest refiner 

in Asia after China, is merging as a refinery hub with refining 

capacity exceeding demand. Crude oil processed for the year 

2017-18 is 251.93 MMT, showing an increase about 2.68 % 

as compared to 2016-17. Similarly refinery capacity 

utilization is 107.67 for the year 2017-18. The production of 

petroleum product is at 254.40 MMT in 2017-18 against 

243.55 MMT achieved in 2016-17. During 2017-18 the 

consumption of petroleum product was 204.92 MMT with a 

growth of 5.31 % as compared to 2016-17.Import of crude oil 

during 2017-18 was 220.43 MMT valued at Rs. 5,65,951/- 

crore as against import of 213.93 MMT valued at Rs. 

4,70,159/- crore in 2016-17, which marked an increase of 

3.04 % in quantity terms and 20.37 % in  value terms as 

compared to 2016-17. Similarly average international crude 

oil price was USD 56.43 / bbl during April-March, 2017-18 

as compared to USD 47.56 / bbl in the same period of 2016-

17. The trends in growth of crude oil imports and crude oil 

international (Indian Basket) prices are shown in Table 1.2 & 

Figure 1.2. 

Table  1.2. Import and Avg. Price of Crude Oil 

 

 

Figure 1.2. Import and Avg. Price of Crude Oil 

Source: Report from Ministry of Petroleum and Natural Gas, 

Govt of India     a: USD/bbl 

Note: Import of crude oil in MMT and Avg. Price in 

USD/bbl. 

During 2017-18 imports of petroleum products were at 

35.89 MMT valued at Rs. 86,946/- crore which shows 

decrease of 1.09 % in quantity terms and 21.49 % increase in 

value terms against 36.29 MMT imports of petroleum 

products valued at Rs. 71,566 crore during 2016-17. Similarly 

exports of petroleum product were 66.76 MMT and 65.51 

MMT in 2017-18 and 2016-17 respectively. Import of LNG 

was 19.87 % which registered an increase of 6.65 % in 

quantity terms and 22.39 % increase in value terms as 

compared to 2016-17. 

Since crude oil plays an important role, many initiatives 

have been taken by government to increase production and 

exploitation of all domestic petroleum resources to address 

the priorities like Energy Access, Energy Efficiency, Energy 

Sustainability and Energy Security. From the perspective of 

developing economy like India crude prices play a prominent 

role on the inflation and current account deficit. The recent 

decline in crude prices and its significant impact on the 

economy needs investigation from the perspective of 

developing economy. In addition, the stock markets are the 

barometers of any economy and they reflect a small change in 

the macroeconomic factor. It is very essential in 

understanding the basic causes of drop in crude prices and its 

impact on the stock market. 

3. Review of Literature 

Various researchers did a remarkable work to evaluate 

the association between changes in crude oil price and stock 

market returns using different tools and techniques as it 

played an important role in the stock returns (Hamilton, 

1983). Various researchers established the nexus relationship 

between oil price and macroeconomic variables (Aydogan & 

Berk, 2015; Cüppers & Smeets, 2015; Bass, 2017; Ulusoy & 

Özdurak, 2018; Ojikutu et al. 2017; Hooker, 1996; Burbridge 

& Harrison, 1984; Gisser & Goodwin, 1986; Cobo-Reyes & 

Quiros, 2005 and Basher & Sadorsky, 2006). 
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% 

Growth 

2011-12 38.09 1.08 47.56 -8.92 

2012-13 37.86 -0.60 40.68 -14.46 

2013-14 37.79 -0.19 35.41 -12.96 

2014-15 37.46 -0.87 33.66 -4.94 

2015-16 36.94 -1.39 32.25 -4.18 

2016-17 36.01 -2.53 31.90 -1.09 

2017-18 35.68 -0.90 32.65 2.36 

Year Import of 

Crude Oil 

(MMT) 

% 

Growth  

Avg. Crude 

Oil Pricesª 

% 

Growth 

2011-12 171.73 7.97 111.89 31.50 

2012-13 184.80 7.61 107.97 -3.50 

2013-14 189.24 2.40 105.52 -2.27 

2014-15 189.43 0.10 84.16 -20.25 

2015-16 202.85 7.08 46.17 -45.14 

2016-17 213.93 5.46 47.56 3.02 

2017-18 220.43 3.04 56.43 18.65 
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Jones & Kaul, (1996) studied the impact of stock market 

crude oil shocks by analysing present and near future fluctua-

tions in cash flow in expected returns of the market and found 

that the crude prices allow predicting stock returns in 

developed and regulatory environment economies except for 

England. but Huang et al. (1996) found that oil future returns 

have some impact on the individual oil company returns but 

don‟t have any significant impact on the market indices. Chen 

et al. (1986) and Apergis & Miller, (2009) reported the 

similar findings, whereas Sadorsky, (1999) found the real 

stock returns is due to changes and volatility in the oil prices 

and crude stock have a negative and significant initial impact 

on the stock return (Papapetru, 2001).  

Basher et al. (2012) studied the positive oil price shocks 

tend to lower emerging markets stock prices and US dollar 

exchange rates in the short term. Farzanegan & Markwardt, 

(2009) emphasizes on “Dutch Disease” syndrome through 

significant real effective exchange rate appreciation in the 

Iranian economy to be highly vulnerable to oil price 

fluctuations. El-Sharif et al. (2005) investigated the 

relationship between the crude oil price and equity values in 

the oil and gas sector and found that the relationship was 

always positive, often highly significant and reflects the 

direct impact of volatility in the price of crude oil on share 

values within the sector. 

Ciner, (2001) studied a nonlinear feedback relation 

between oil and the stock market and the linkage between oil 

prices and the stock index movements. The impact of oil 

price shocks and oil price volatility on the real stock returns 

studied by Park & Ratti, (2008) using multivariate VAR 

analysis and an error variance decomposition method to 

establish relationship between oil price shocks and real stock 

returns and between oil price shocks and interest rate, but 

Miller & Ratti (2009), investigated the long-run association 

between the crude prices and stock markets by using VECM 

to find a long-run association between crude oil price and 

stock returns.  

Bildirici, Melike & Essin, (2009) and Arouri et al. (2011) 

used AP-GARCH and VAR-GARCH to study the returns and 

volatility transmission between oil prices and stock markets 

and find improved forecasting result as compared to 

traditional method, but Bharn & Nikolova, (2010) used 

bivariate E-GARCH to examined the dynamic correlation 

between stock market and oil prices when the incidences like 

9/11 terrorist attack, 2003 Iraq war and 2006 civil war in Iraq.  

Mork, (1989) investigated the connection between the oil 

prices changing effect the inflation rate and found a 

significant relationship between the oil prices and inflation 

rate. Dhaoui & Khraief, (2014) found a strong negative 

association in selected seven countries between oil price and 

stock market returns. Cong et. al. (2008) tried to explore the 

relationship between crude oil price shock and Chinese stock 

market; they did not find statistical evidence for the stated 

objectives in the Chinese stock market. Aloui et al. (2008) 

found that crude prices play a crucial role in forecasting the 

stock market behaviour. 

A statistical support for weak form of efficiency over a 

wide range of time-scales was studied by Alvarez & Solis, 

(2010). Inayat, (2010) investigated the relationship between 

crude prices and stock performance of European automobile 

companies and found that the oil is not having a significantly 

adverse impact on auto returns, but Maghyereh, (2004) 

contradicted the view of Jungwook & Ronald, (2008) by 

using VAR models and concluded that the crude price shocks 

have no significant impact on index returns. Ono, (2011) 

examined the influence of crude oil prices on BRICS stock 

markets. He concluded that the stock returns of China, Russia 

and India have a positive impact and the Brazil stock returns 

do not show any statistical significance.  

Ready, (2013) concluded that the oil demand shocks 

positively correlated with stock returns; however, oil supply 

in the counties has a negative correlation with stock returns. 

Co-integration and VECM methods used by Akomolafe, 

Jonathan & Danladi, (2014) to investigated the association 

between company‟s stock returns and variations in crude oil 

returns to analyse whether the banking sector fluctuate with 

change in oil prices or not ? Subarna & Ali, (2012) examined 

the co-movements of macroeconomic variables and find there 

is a co-integration association between the variables and 

crude oil prices. Chen et al. (2010) investigated the 

relationship between high oil prices and its impact on stock 

market returns by taking S&P 500 Price Index as proxy to 

find out high probability of a bear market emergence as a 

result of increase in crude prices and Nandha & Faff, (2008) 

studied the short-term relationship between crude prices and 

thirty-five prominent global industries. The findings of the 

study revealed that the crude oil prices have a negative impact 

on all of studied sectors except the oil and gas sector.  

Awerbuch et al. (2006) reported that increase in crude 

price and volatility in crude decreases economic growth of an 

economy by increasing inflation, but Somoye & Ilo, (2008) 

found that crude oil, inflation and exchange rate helps to 

determine the stock returns. In an empirical study by 

Chaudhuri & Daniel, (1998), claimed that oil price impacts 

the stock market in long-run (Bhunia, 2013). Ojebiyi & 

Wilson, (2011) found a negative relationship between crude 

prices and exchange rates and Papapetrou, (2001) found the 

economic activity and employment were affected by changes 

in crude oil moment. Hidhayathulla & Rafee, (2012) found 

Continuous import of crude leads to increase in demand for 

dollar and in turn this leads to weaken Rupee value against 

dollar.  

The above studies do not find the conclusive evidence on 

influence of crude price on the stock returns. Current study 

differs due to various following reasons. First, bulk of the 

literature focus on crude oil prices fluctuations and its impact 

on macroeconomic variables such as inflation, interest rate, 

employment rate, forex rate, growth rate etc. However, 

couple of studies undertaken to examine the association 

between crude oil returns and the stock returns, which have 

been studied from the perspective of emerging stock market 

and oil rich nation‟s stock market, only a few studies have 

concentrated on emerging markets like India. Not much 

empirical studies have been conducted from the Indian stock 

markets perspective. Therefore, the current study tries to 

analyse the association between crude returns and its impact 

on Indian stock returns.  

4. Objective of the Study 

The objective of this study are to determine the 

relationship between crude oil price and stock market through 

selected financial ratio and build a model using these  ratios 

to predicting the Indian stock market by employing logistic 

regression. The present study is focused on the following 

objectives. 

 Check whether the explanatory variables (Selected 

Financial Ratios) are normal or not. 

 Analyse the stocks with the help of financial ratios and its 

movement. 
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 Analyze stock yields using a logistic regression model. 

 Test how well the model performs with Hosmer-Lemeshow 

test. 

5. Methodology 

The study examines the impact of crude oil price on S&P 

BSE stock index through selected financial ratios while other 

are assumed to be constant. A normality test is applied to find 

out whether the selected financial ratios are normal or not?  

Data have been analysed by applying binary classification 

and logistic regression and Hosmer-Lemeshow test is applied 

to find out overall model evaluation. 

6. Financial Ratios 

Financial ratios have played an important part in 

evaluating the performance and financial condition of an 

entity. Over the years, empirical studies have repeatedly 

demonstrated the usefulness of financial ratios. Beaver, 

(1966) matched a sample of failed firms with a sample of non 

failed firms and studied their financial ratios for a period of 

up to five years before failure and found that they had high 

predictive ability. Altman, (1968) used a well known 

multivariate statistical technique in the social sciences called 

multiple discriminant analysis (MDA). This was popularised 

as the Z-score model and was successfully marketed for 

credit analysis, investment analysis and going-concern 

evaluation. 

Statistical models using financial ratios have been used 

to identify the financial characteristics of problem in banks 

(Sinkey, 1975 and Pettway & Sinkey, 1980) lending decisions 

and capital adequacy (Dince & Fortson, 1972). Both Pinches 

& Mingo, (1973) and Eisenbeis, (1977) identified a number 

of difficulties arising from the statistical assumptions made in 

the application of the technique which researchers did not 

usually address. Dombolena & Khoury, (1980) found a 

substantial amount of instability in the financial ratios (as 

measured by their standard deviations and their coefficients 

of variation) in the ratios of firms which went bankrupt 

compared with those that did not. This instability increased 

over time as the firm neared failure. 

Norton & Smith, (1979) compared the performance of a 

MDA bankruptcy prediction model using traditional historical 

cost data and using data adjusted for changes in general price-

levels (GPL). They found these were similar, although 

Solomon & Beck, (1980) showed how the model was biased 

against a finding of predictive GPL data, and Ketz, (1978) 

found that GPL data slightly improved performance. Mensah, 

(1983) came to a similar conclusion as Norton & Smith, 

(1979) concerning specific price-level data, and Bazley, 

(1976) using a simulation approach, found that both were 

slightly inferior to historical cost. Short, (1980) used factor 

analysis to test whether empirical classifications were similar 

under historical and price-level accounting. He found that 

they were unaffected, suggesting that the meaning of a ratio is 

not altered by a price-level adjustment. 

Financial ratios have been used to assess and forecast 

company risk in other contexts. Falk & Heintz, (1975) used 

industry financial ratios in what is called a partial order 

scalogram technique to scale industries according to their 

degree of risk. To a similar end, Gupta & Huefner, (1972) 

used cluster analysis to relate ratios to established economic 

characteristics of the industries involved. However, the 

biggest development has been the prediction of betas as 

measures of risk using financial ratios. Early work was by 

Thompson, (1976) and Bildersec, (1975) who examined such 

correlations and now commercial services are available for 

practitioners (Foster, 1986). There have also been studies 

investigating the statistical relationship between financial 

ratios and rates of return on common stocks (O‟Connor, 1973 

and Roenfeldt & Cooley, 1978), in which the inference is that 

ratios are useful in forecasting future rates of return. 

In this context, the companies dealing with crude oil and 

natural gas are taken into consideration, of which, most of 

these companies are part of the S&P BSE index. The 

financial data used in this model were collected from the Web 

sites of respective company from 2014-15 to 2018-19. Nine 

financial ratios were taken for analysis and summarized in 

Table 2.  

Table 2.Selected Financial Ratios and their 

Abbreviations 

Sl 

No. 

Name of the Financial Ratio Abbreviation 

1 Dividend per Share DPS 

2 Net Assets Value BNAV 

3 Earnings Before Interest, Taxes, 

Depreciation and Amortization 

EBITDA 

4 Earnings Before Interest and Taxes EBIT 

5 Asset Turnover AT 

6 Price Earning Ratio PER 

7 Cash Earning per Share CEPS 

8 Dividend Yield DY 

9 Enterprise Value – to - Sale EVS 

A normality test was conducted on all these explanatory 

variables and summarized in Table 3, which shows that these 

variables are normal and were also tested using Q-Q plot 

technique and were not considered for further analysis. 

7. Logistic Regression 

Logistic regression which is helpful for prediction of the 

presence or absence of a characteristic or outcome based on 

values of a set of predictive variables is a multivariate 

analysis model (Lee, 2004 and Pardo et al. 2005). They also 

confirmed that through the accumulation of suitable 

association function to the standard linear regression model. 

Altman, (1968) who is considered as the pioneer of this 

area, advocated that in order to evaluate its likely impact 

thoroughly, while Ohlsen, (1980) constructed the default 

prediction model to access credit risk information and 

indicated that these model are highly efficient in forecasting 

financial distress and bankruptcy for probit analysis 

(Zimijewski, 1984 and  Zavgren, 1985). 

Abdel-Khalik, (1974) advocated upon analyzing the 

strictures of the regression of the principal sample to 

anticipate the rate of return of the holdout sample and 

observed that trustworthiness of the prediction is a direct 

function of the reliability of the strictures and the regression 

equation itself. Mc Connell et al. (1986) applied MLP design 

through logistic map and the Glass-Mackey equation, which 

have the ability to intimate and forecast ever changing non-

linear system. 

Aminian et al. (2006), Yu, Wang & Lai, (2009) and 

Aiken & Bsat, (1999) applied MLP technique to predict 

advertising  and marketing trends, macroeconomic data, 

financial time series forecasting and stock market trends 

respectively. Jaffe & Wasterfield, (1985) and Kato et al. 

(1990) found that these models are effective enough to 

determine at least a significant behavior of index return. Lee, 

Ryu & Kim, (2007) emphasized that logistic regression can 

come to handy in conditions where prediction of the existence 

or deficiency of an outcome or feature is dependent on values 

of a set of predictor variable. Logistic regression technique 

yields coefficients for each independent variable based on a 
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sample of data (Huang, Cai & Peng, 2007). Logistic 

regression model with two or more explanatory variables are 

widely used in practice and parameters are commonly 

estimated by maximum likelihood (Pardo, Pardo and Pardo et 

al. 2005). 

7.1. Analysis of Model 

Binary logistic regression deals with situations in which 

the observed outcome for a dependent variable can have only 

two possible types. The outcomes are usually coded as zero 

or one as this leads to most straightforward interpretations. 

The explanation of logistic regression can be expressed 

by a standard logit function, which is also a sigmoid function, 

takes any real input „t‟, (   ) and output between zero and 

one. The standard logistic function σ:   → (0, 1) is defined as  

 ( )  
  

    
 

 

     

 

Let us assume that„t‟ is a linear function of single explanatory 

variable „ ‟ and expressed as 

         
And the general logistic function       (   ) can be 

written as  

 ( )   ( )  
 

    (      )

 

Where,  ( )= Probability of the dependent variable   

equaling a GOOD rather than NOT GOOD. Here the 

response variable    are not identically distributed:  (   
   ) differs from one data point    to another. The logit (log 

odds) function as the inverse       of the standard logistic 

function 

 ( ( ))     ( ( ))         ( )         

And equivalently, after exponentiating both sides, the 

odds is 
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A generalized linear model function parameterized by θ, 
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Where,  (   ) is conditional entropy and     is the 

Kullback-Leibler divergence. So minimize the log likelihood, 

the K-L divergence is minimized from the maximal entropy 

distribution. 

Logistic regression models are frequently used to predict 

a dependent variable from a set of independent variables. An 

important question is whether results of the logistic regression 

analysis on the sample can be extended to the population the 

sample has been chosen from. This question is referred as 

model validation. In practice, a model can be validated by 

deriving a model and estimating its coefficients in one data 

set, and then using this model to predict the outcome variable 

from the second data set, then checks the residuals and so on. 

When a model is validated using the data on which the model 

was developed, it is likely to be over estimated. Thus, the 

validity of model should be assessed by carrying out tests of 

goodness of fit and discrimination on a different data set 

(Giancristofaro & Salmaso, 2003). If the model is developed 

with a sub sample of observations and validated with the 

remaining sample, it is called internal validation. The most 

widely used methods for obtaining a good internal validation 

are data splitting, repeated data splitting, Jackknife technique 

and Bootstrapping (Harrell, Lee & Mark, 1996). If the 

validity is tested with a new independent data set from the 

same population or from a similar population, it is called 

external validation. Obtaining a new data set allows us to 

check the model in a different context. If the first model fits 

the second data set, there is some assurance of 

generalizability of the model. However, if the model does not 

fit the second data, the lack of fit can be either due to the 

different contexts of the two data sets, or true lack of fit of the 

first model. 

The estimated results of the logistic regression model of 

the stock price return performance, along with the whole 

sample are summarized in Table 3.  

The final logistic regression equation is estimated by 

using the maximum likelihood estimation for classifying a 

company:

Table 3 .Variables in the Equation 
 B S.E. Wald df Sig. Exp(B) 

Step 1a DPS 0.070 0.069 1.035 1 0.309 1.072 

BNAV -0.008 0.004 4.585 1 0.032 0.992 

EBITDA -0.018 0.034 0.287 1 0.592 0.982 

EBIT -0.018 0.033 0.291 1 0.589 0.982 

AT -0.628 0.477 1.731 1 0.188 0.534 

PER -0.090 0.046 3.757 1 0.053 0.914 

CEPS 0.082 0.060 1.856 1 0.173 1.085 

DY -0.180 0.205 0.772 1 0.380 0.835 

EVS -0.180 0.222 0.658 1 0.417 0.836 

Constant 3.013 1.497 4.050 1 0.044 20.346 

  a. Variable(s) entered on step 1: DPS, BNAV, EBITDA, EBIT, AT, PER, CEPS, DY, EVS. 
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Y= 0.070DPS – 0.008BNAV – 0.018EBITDA – 

0.018EBIT – 0.628AT – 0.090PER +0.082CEPS – 0.180DY 

– 0.180EVS + 3.013 

Where Y= log (p/1-p), and  

„p‟ is the probability that the outcome is GOOD.  

In the above equation, it is possible to classify a company 

by calculating Y values. If the p value obtained from Y is 

higher than 0.42, then the stock was classified as GOOD; and, 

if it is lower than 0.42, then the stock was classified as NOT 

GOOD (Neter et al. 1996).  

8. Binary Classification 

For the purpose of carrying out logistic regression 

analysis, it is required for classifying a company as a 

“GOOD” or “NOT GOOD” investment choice for a given 

year. Although there is no such method for defining a market 

investment as “GOOD” or “NOT GOOD”. In this study we 

use a method that is simple and objective – namely, if the 

value of a company‟s stock over a given year is positive, it is 

classified as a “GOOD” investment option; otherwise, it is 

classified as a NOT GOOD” investment option. Here the 

S&P BSE SENSEX return has been taken as proxy for market 

return. To obtain the return at the end of each financial year, 

the March ending prices were used for each year. The return 

was calculated using the following formula: 

                 
       

    

    
 

Where,     Price at„t‟ Year and     = Price at„t-1‟ Year 

Table 4. Dependent Variables and their Encoding 

 

 

 

 

 

 

 

 

 

 

8.1 Classification Accuracy  

The following classification table helps to assess the 

performance of the model by cross-tabulating the observed 

response categories with the predicted response categories. 

For each case, the predicted response is the category treated 

as 1, if that category's predicted probability is greater than the 

user-specified cut off. The cut off value is taken at 0.5. 

The Table 5 shows the comparison of the observed and 

the predicted performance of the companies and the degree of 

their prediction accuracy. It also shows the degree of success 

of the classification for this sample. The number and 

percentage of cases correctly classified and misclassified are 

displayed. It is clear from this table that the NOT GOOD 

companies have a 94.5% correct classification rate, whereas 

GOOD companies have a 40.0% correct classification rate. 

Overall, correct classification was observed in 75.3% of 

original grouped cases.  

9. Evaluation of the Model and Empirical Result 

A logistic regression model with the k independent 

variables is said to provide a better fit to the data if it 

demonstrates an improvement over the model with no 

independent variables (the null model). The overall fit of the 

model with k coefficients can be examined via a Hosmer-

Lemeshow test which tests the null hypothesis 

                        
The Hosmer-Lemeshow goodness of fit test involves 

grouping the observations based on the expected probabilities 

and then testing the hypothesis that the difference between 

expected and observed events is approximately zero for all 

the groups. It is distributed as chi-square when there is no 

replication in the sub-populations (Hosmer & Lemeshow, 

1989).  

Goodness-of-fit statistic    is obtained by calculating the 

Pearson chi-square statistic form g × 2 table of observed and 

estimated expected frequencies. A formula defining the 

calculation of  ̂ is: 

 ̂  ∑
(     

  ̅ )
 

  
  ̅ (   ̅ )

 

   

 

Here g is number of groups,   
  is total number of 

subjects in the k-th group,    denotes the number of covariate 

patterns in the k-th decile, 

   ∑  

  

   

 

is the number of responses among the    covariate 

pattern and 

 ̅  ∑
   ̂ 

  
 

  

   

 

 is the average estimated probability.  

 

Main pre assumptions for this test are:  

 Sample is divided on two separate subpopulations 

corresponding to cases of presence and absence of some 

property. 

 Probabilities for covariance pattern, unique combination of 

values of predictor variables, are    and      for presence 

and absence of some property, respectively; their sum is 1 for 

k-th decile.  

 Estimate of expected frequencies are    ̂  and             

  (   ̂ ) respectively, for the cell corresponding to y = 1 

and y = 0 rows. 

 Sum of observed and expected frequencies for k-th decile 

are the same  

                   

Here                                  denote sample Y = 1 

values, expected Y = 1 values, sample Y = 0 values, expected 

Y = 0 values, number of observations in group g respectively.  

To make groups of values, Hosmer and Lemeshow 

proposed two strategies. With the first method, percentiles of 

risk, use of g = 10 groups result in the first group containing 

the   
        subjects having the smallest estimated 

probabilities and the last group containing the    
       

subjects having the largest estimated probabilities. With the 

second method, use of g = 10 groups results in cut points 

defined at the values k / 10, k = 1, 2, …, 9 and the groups 

contain all subjects whose estimated probability between 

adjacent cut points. 

Type of Company 

(Based on stock market 

return) 

Classification Internal 

Value 

GOOD Return above Market 

return     (S&P BSE 

Index) 

0 

NOT GOOD Return below Market 

return                               

(S&P BSE Index) 

1 

 

Table  5. Classification Table. 

Observed 

Predicted 

Performance 
Percentage 

POOR GOOD 

STEP -1 
Performance 

NOT GOOD 52 3 94.5 

GOOD 18 12 40.0 

Overall Percentage   75.3 
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The Hosmer-Lemeshow statistic which provides the 

useful information about the robustness of the model 

illustrated in Table 6. 

Table 6. Hosmer -Lemeshow Test 

 

 

 

The observed significance level for Chi-square value is 

0.06 which indicates acceptance of null hypothesis of the 

model (there is not much difference between observe and 

predicted value). The Chi-square value 13.556 of this model 

indicates that logistic regression is very much meaningful in 

accordance with the dependent variable relating to each 

specified independent variable. 

10. Conclusion  

This study used the binary logistic regression model to 

determine the factors that significantly affect the performance 

of crude oil and gas company in the stock market. The binary 

logistic regression method helps the investor to form an 

opinion about the shares to be invested. It may be observed 

that nine financial ratios can classify companies up to a 

75.3% level of accuracy into two categories (“GOOD” or 

“NOT GOOD”), based on their rate of return.  When 

evaluated from the investors‟ point of view, we conclude that 

it is possible to predict out-performing shares by examining 

these ratios. Various methods are available for data 

processing for analysis, but in this study, we conclude that 

ratio methods have the capability to reveal maximum 

information content, if variables are chosen very carefully 

with regard to the purpose at hand. Ratios enjoy remarkable 

simplicity and in spite of the problem of multicollinearity the 

information revealed by them is so direct to a particular 

decision-control situation that movements of ratio give a 

picturesque representation of the movement of an actual 

business process.  
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