1. Introduction

In survey sampling for estimating the parameters it is commonly assumed that all the observations on selected units in the sample are available. This may not hold true in many practical situations encountered in sample surveys and some observations may be missing for various reasons, for instance see Toutenburg and Srivastava (1998). Imputation procedure is used to substitute values for missing data. In literature, various imputation procedures are available, some of them are better over others. Statisticians have recognized that for some time that failure to account for the stochastic nature of incompleteness can spoil inference. A natural question arises what one needs to assume to establish ignoring the incomplete mechanism. Rubin (1976) addressed three concepts: missing at random (MAR), observed at random (OAR) and parameter distribution (PD). Heitjan and Basu (1996) have distinguished the meaning of missing at random (MAR) and missing completely at random (MCAR) in a very acceptable way. In what follows MCAR is used in the present investigation.

Let \( U = (U_1, U_2, \ldots, U_N) \) be a finite population of \( N \) identifiable units taking values \( (y_1, y_2, \ldots, y_N) \) on study variable \( y \). Let \( x \) be an auxiliary variable taking the corresponding values \( (x_1, x_2, \ldots, x_N) \) for the units \( (U_1, U_2, \ldots, U_N) \). We wish to estimate the population mean \( \bar{y} = \frac{\sum_{i=1}^{N} y_i}{N} \) of the study variable \( y \). A simple random sample without replacement (SRSWOR), \( s \) of size \( n \) is drawn from the population \( U \) for estimating the population mean. Let \( r \) be the number of responding units out of sampled \( n \) units. Let the set of responding units be denoted by \( D \) and that of non-responding units be denoted by \( D^c \). For every unit \( i \in D \), the value \( y_i \) is observed. However for the \( i \in D^c \), the \( y_i \) values are missing and imputed values are to be derived. We assume that imputation is carried out with the aid of quantitative auxiliary variable \( x \), such that \( x_i \), the value of \( x \) for unit \( i \), is known and positive for every \( i \in s \). In other words, the data \( s = \{ x_i : i \in s \} \) are known and \( s = D \cup D^c \).

In many situations the values of the auxiliary variable \( x \) may be available for each unit in the population. In such a case knowledge on population mean \( \bar{x} \) and variance \( \sigma_x^2 \) (or population mean square \( S_x^2 \)) and possibly on some other parameters may be utilized simultaneously, for instance see Das and Tripathi (1978, 1981), Srivastava and Jhajj (1980, 1981), Jhajj et al (2005) and Singh and Agnihotri (2008). Thus it is worth to mention that the imputation may be carried out with the aid of quantitative auxiliary variable for which the data \( x_s = \{ x_i : i \in s \} \) and the population mean \( \bar{x} \) or variance \( \sigma_x^2 \) (or population mean square \( S_x^2 \)) or coefficient of variation \( C_x \) or both \( \bar{x} \) and \( \sigma_x^2 \) (or \( S_x^2 \)) are known.

It is to be mentioned that assuming MACR Singh and Horn (2000), Ahmed et al (2006) and Shukla and Thakur (2008), Pandey et al (2015) have given some methods of imputation and considered their corresponding estimators for population mean \( \bar{y} \) of the variable \( y \) under investigation. In this paper following the same procedure as adopted by Srivastava (1971), Srivastava and Jhajj (1981) and Singh et al (2001) we have given some general procedure of imputation and derived their corresponding
families of estimators of the population mean $\bar{Y}$. It is interesting to note that this study unifies the imputation procedures of Singh and Horn (2000), Singh and Deo (2003), Ahmed et al (2006), Shukla and Thakur (2008) and Pandey et al (2015).

2. Notations and Useful Results

For simplicity we assume that population size $N$ is very large as compared to sample size $r$ and $n$ so that finite population correction (fpc) terms are ignored. In what follows we shall use the following notations:

$$\overline{y}_{r} = \frac{\sum_{i=1}^{n} y_{i}}{n}, \overline{x}_{r} = \frac{\sum_{i=1}^{n} x_{i}}{r}, \overline{x}_{n} = \frac{\sum_{i=1}^{n} x_{i}}{n}, s_{n}^{2} = \sum_{i=1}^{n} \frac{(x_{i} - \overline{x}_{n})^{2}}{(n-1)}, s_{(r)}^{2} = \sum_{i=1}^{n} \frac{(x_{i} - \overline{x}_{r})^{2}}{(r-1)}, \bar{Y} = \frac{\sum_{i=1}^{n} y_{i}}{N}, \bar{X} = \frac{\sum_{i=1}^{n} x_{i}}{N},$$

$$S_{x}^{2} = \frac{\sum_{i=1}^{n}(x_{i} - \bar{X})^{2}}{(N-1)}, \mu_{pq} = \sum_{i=1}^{N} \left( y_{i} - \bar{Y} \right)^{p} \left( x_{i} - \bar{X} \right)^{q} / N, (p, q) being non-negative integers.

$$C_{y}^{2} = S_{y}^{2} / \bar{Y}^{2}, C_{x}^{2} = S_{x}^{2} / \bar{X}^{2}, \rho_{yx} = \mu_{12} / (\bar{Y} \bar{X}), \gamma_{0} = \mu_{02} / S_{x}^{2}, \gamma_{1} = \mu_{03} / S_{x}^{3}, \beta_{i} = \gamma_{i}^{2}.$$

Let $u = \overline{x}_{n} / \bar{X}, a = s_{x(n)}^{2} / S_{x}^{2}, v = \overline{x}_{r} / \overline{x}_{n}, b = s_{x(r)}^{2} / s_{x(n)}^{2}, w = \overline{x}_{r} / \bar{X}, d = s_{x(r)}^{2} / S_{x}^{2}, \epsilon_{0} = \left( \frac{\overline{y}_{r} - 1}{\bar{Y}} \right)$.

$e_{1} = (w-1) = \left( \frac{s_{x(r)}^{2}}{S_{x}^{2}} - 1 \right), \eta_{1} = (w-1) = \left( \frac{\overline{x}_{r}}{\overline{x}_{n}} - 1 \right), \eta_{2} = (d-1) = \left( \frac{s_{x(r)}^{2}}{S_{x}^{2}} - 1 \right), v = \frac{w}{u}$.

$\eta_{0} = (1 + \eta_{1}) \Rightarrow (v-1) \equiv \left( \eta_{1} - \epsilon_{1} \right) \left( \eta_{1} - 1 \right), \epsilon_{0}(v-1) \equiv \left( \eta_{1} \eta_{0} - \epsilon_{0} \epsilon_{1} \right), b = \frac{d}{a} , \equiv \left( \frac{1 + \eta_{2}}{1 + \epsilon_{2}} \right) \left( b - 1 \right) \equiv \left( \eta_{2} - \epsilon_{2} + \epsilon_{2} \right)$.

$\epsilon_{0}(b-1) \equiv \left( \eta_{2} \epsilon_{0} - \epsilon_{0} \epsilon_{2} \right)$.

$\epsilon_{0}(b-1) \equiv \left( \eta_{1} - \epsilon_{1} \right) \left( \eta_{2} - \epsilon_{2} \right) \equiv \left( \eta_{1} \eta_{2} - \eta_{1} \epsilon_{2} - \eta_{2} \epsilon_{1} + \epsilon_{1} \epsilon_{2} \right)$

Using the concept of two phase sampling by following Rao and Sitter (1995), for given $r$ and $n$, we have $E(\epsilon_{0}) = E(\epsilon_{1}) = E(\epsilon_{2}) = E(\eta_{1}) = E(\eta_{2}) = 0$

and $E(\epsilon_{0}) = (1/r)C_{y}^{2}, E(\epsilon_{1}) = (1/n)C_{x}^{2}, E(\eta_{1}) = (1/r)K_{yx}C_{y}^{2}, E(\epsilon_{0} \epsilon_{1}) = (1/n)K_{yx}C_{y}^{2}, E(\epsilon_{0} \epsilon_{1}) = (1/n) C_{x}^{2}$, where $K_{yx} = \rho_{yx} C_{y} / C_{x}$.

and to the first degree of approximation,

$E(\epsilon_{0}) = (1/n) (\beta_{i} \epsilon_{1}) - 1, E(\epsilon_{1}) = (1/r) (\beta_{i} \epsilon_{1}) - 1, E(\epsilon_{0} \epsilon_{1}) = (1/n) (\beta_{i} \epsilon_{1}) - 1, E(\epsilon_{0} \epsilon_{2}) = (1/n) \gamma_{0} \epsilon_{0} \eta_{2} = (1/r) \lambda_{0} \epsilon_{0} \eta_{1} = (1/r) \lambda_{0}$

Thus we have following Lemmas:

Lemma 2.1: To the first degree of approximation.

$E(v-1) = 0$ and $E(v-1)^{2} = \left( \frac{1 - 1}{n} \right) C_{x}^{2}$

Proof: We have

$\nu - 1 = \frac{\overline{x}_{r}}{\overline{x}_{n}} - 1$

$= \frac{\overline{x}(1 + \eta_{1})}{\overline{x}(1 + \epsilon_{1})} - 1$

$= (1 + \eta_{1})(1 + \epsilon_{1})^{-1} - 1$

We assume that $|\epsilon_{1}| < 1$ so that we may expand $\left(1 + \epsilon_{1}\right)^{-1}$ as a series in powers of $\epsilon_{1}$. Expanding, multiplying out and neglecting terms of $\eta_{1}$ and $\epsilon_{1}$ having power greater than two we have

$(v-1) = \left( \eta_{1} \epsilon_{1} \right)$

Taking expectation of both sides of (2.1) we have

$E(v-1) = 0$

Squaring both sides of (2.1) and neglecting terms of $\eta_{1}$ and $\epsilon_{1}$ having power greater than two we have

$(v-1)^{2} = \left( \eta_{1} \epsilon_{1} \right)$

Taking expectation of both sides of (2.3) we get

$E(v-1)^{2} = \left( \frac{1 - 1}{n} \right) C_{x}^{2}$.

Hence the lemma.
Lemma 2.2: To the first degree of approximation,
\[ E(b - 1) = 0 \] and \[ E(b - 1)^2 = \left( \frac{1}{n} - \frac{1}{2n} \right) (\beta_2(x) - 1) \]

**Proof:** We have
\[ b - 1 = \frac{s^2_{(1)}}{s^2_{(n)}} - 1 \]

\[ = \frac{S^2(1 + \eta_2)}{S^2(1 + \epsilon_2)} - 1 \]

\[ = (1 + \eta_2)(1 + \epsilon_2)^{-1} - 1 \]

We assume that \[ \epsilon_2^2 < 1 \] so that we may expand \( (1 + \epsilon_2)^{-1} \) as a series in powers of \( \epsilon_2 \). Expanding, multiplying out and neglecting terms of \( \eta_2 \) and \( \epsilon_2 \) having power greater than two we have

\[ (b - 1) = (\eta_2 - \epsilon_2 + \epsilon_2^2 - \eta_2 \epsilon_2) \] (2.3)

Taking expectation of both sides of (2.3) we have

\[ E(b - 1) = 0 \]

Squaring both sides of (2.3) and neglecting terms of \( \eta_2 \) and \( \epsilon_2 \) having power greater than two we have

\[ (b - 1)^2 = \eta_2^2 + \epsilon_2^2 - 2\eta_2 \epsilon_2 \] (2.4)

Taking expectation of both sides of (2.4) we get

\[ E(b - 1)^2 = \left( \frac{1}{n} - \frac{1}{2n} \right) (\beta_2(x) - 1) \]

Thus the lemma is proved.

**Lemma 2.3:** To the first degree of approximation,
\[ E[(b - 1)(v - 1)] = \left( \frac{1}{n} - \frac{1}{2n} \right) \gamma_1 C_x \]

**Proof:** We have
\[ (b - 1)(v - 1) = \left( \frac{s^2_{(1)}}{s^2_{(n)}} - 1 \right) \left( \frac{X}{x} - 1 \right) \]

\[ = \left( \frac{S^2(1 + \eta_2)}{S^2(1 + \epsilon_2)} - 1 \right) \left( \frac{X(1 + \eta_1)}{X(1 + \epsilon_1)} - 1 \right) \]

\[ = (1 + \eta_2)(1 + \epsilon_2)^{-1} - 1 \]

\[ = (1 + \eta_1)(1 + \epsilon_1)^{-1} - 1 \]

\[ = (1 + \eta_2 - \epsilon_2 - \eta_2 \epsilon_2 + \epsilon_2^2 + \eta_2^2 \epsilon_2 + \ldots)(1 + \eta_1 - \epsilon_1 \eta_1 + \epsilon_1^2 \eta_1 + \ldots)^{-1} \]

\[ = \eta_1 \eta_2 - \eta_1 \epsilon_2 - \eta_2 \epsilon_1 + \epsilon_1^2 \epsilon_2 + 0(\epsilon^3) \] (2.5)

Taking expectation of both sides of (2.5) we have

\[ E[(b - 1)(v - 1)] = \left( \frac{1}{n} - \frac{1}{2n} \right) \gamma_1 C_x \]

which proves the lemma.

**Lemma 2.4:** To the first degree of approximation,
\[ E[\epsilon_0 (v - 1)] = \left( \frac{1}{r} - \frac{1}{2n} \right) K_{xy} C_x \]

and \[ E[\epsilon_0 (b - 1)] = \left( \frac{1}{r} - \frac{1}{2n} \right) \lambda_0 \]

**Proof:** We have
\[ \epsilon_0 (v - 1) = \frac{X}{x} - 1 \]

\[ = \epsilon_0 \left( \frac{X(1 + \eta_1)}{X(1 + \epsilon_1)} - 1 \right) \]

\[ = \epsilon_0 \left( 1 + \eta_1 \right)(1 + \epsilon_1)^{-1} - 1 \]

\[ = \epsilon_0 \left( 1 + \eta_1 \right)(1 - \epsilon_1^2 \eta_1 + \ldots)^{-1} \]

\[ = \epsilon_0 \left( 1 + \eta_1 - \epsilon_1 \eta_1 + \epsilon_1^2 + \epsilon_1^2 \eta_1 + \ldots \right)^{-1} \]
which can be written as
\[
E (y-1) = (\epsilon_0 \eta_1 - \epsilon_0 \epsilon_1) + 0(\epsilon^2) \tag{2.6}
\]
Taking expectation of both sides of (2.6) we get
\[
E[\epsilon_0 (y-1)] = \left(1 - \frac{1}{n}\right) K_{xx} C_i^2. \tag{2.7}
\]
where \( K_{xx} = \rho_{xx} C_x / C_s \)

Similarly we can express
\[
E[\epsilon_0 (b-1)] = \epsilon_0 \left[ \left(1 + \eta_2 \right) S_x^2 \left(1 + \epsilon_2 \right) S_x^2 - 1 \right] - \epsilon_0 \left(1 + \eta_2 \right)^2 (1 - 1)
= \epsilon_0 \left(1 + \eta_2 \right) (1 + \epsilon_2)^2 - 1
= \epsilon_0 \left(1 + \eta_2 \right) (1 - 1)
= \epsilon_0 \left(1 + \eta_2 \right) + 0(\epsilon^2) \tag{2.8}
\]
Taking expectation of both sides of (2.8) we get
\[
E[\epsilon_0 (b-1)] = \left(1 - \frac{1}{n}\right) \lambda_0. \tag{2.9}
\]
which proves the lemma.

3. Some known Procedures of Imputation and Estimators

In this section we give some classical methods of imputation which are available in the literature.

3.1 Ratio Method of Imputation

Following the notations of Lee et al (1994), in the case of single value imputation, if the \( i \)th unit requires imputation, the value \( \hat{b}_{\xi} \) is imputed, where \( \hat{b}_i = \sum_{i \in D} y_i / \sum_{i \in D} x_i \). The data after imputation becomes

\[
y_{oi} = \begin{cases} 
y_i & \text{if } i \in D \\
\hat{b}_i x_i & \text{if } i \in D^C \end{cases}
\tag{3.1}
\]

where \( D \) and \( D^C \) denote the responding and non-responding units in the sample. This method of imputation is called the ratio method of imputation. Under this method of imputation, the point estimator of the population mean is given by

\[
\bar{y}_s = \frac{1}{n} \sum_{i=1}^{n} y_i
\tag{3.2}
\]

\[
= \frac{1}{n} \left[ \sum_{i \in D} y_{oi} + \sum_{i \in D^C} y_{oi} \right]
= \frac{1}{n} \left[ \sum_{i = 1}^{r} y_{i} + \sum_{i = r+1}^{n} \hat{b}_i x_i \right]
= \frac{1}{n} \left[ r \bar{y}_r + \hat{b} \sum_{i = r+1}^{n} x_i \right]
= \frac{1}{n} \left[ r \bar{y}_r + \sum_{i = 1}^{r} \frac{y_i}{x_i} \left( n \bar{x}_n - r \bar{x}_r \right) \right]
= \frac{1}{n} \left[ r \bar{y}_r + \frac{\bar{y}_r}{\bar{x}_r} \left( n \bar{x}_n - r \bar{x}_r \right) \right]
= \frac{1}{n} \left[ r \bar{y}_r + \frac{n \bar{y}_r}{n \bar{x}_r} \bar{x}_n - \frac{r}{n} \bar{y}_r \right]
= \bar{y}_r \frac{\bar{x}_n}{\bar{x}_r} = t_R \quad \text{(say)}
\tag{3.3}
\]

\[
\bar{y}_r = \frac{1}{r} \sum_{r = 1}^{r} y_i, \bar{x}_r = \frac{1}{r} \sum_{r = 1}^{r} x_i \text{ and } \bar{x}_n = \frac{1}{n} \sum_{i = 1}^{n} x_i .
\]
3.2 Mean Method of Imputation
Under mean method of imputation, the data after imputation take the form:

\[ y_i = \begin{cases} y_i & \text{if } i \in D \\ \bar{y}_r & \text{if } i \in D^C \end{cases} \]

(3.4)

and the point estimator (3.2) becomes

\[ \bar{y}_{im} = \frac{1}{n} \sum_{i \in D} y_i = \bar{y}_r \]

(3.5)

3.3 Compromised method of Imputation
Singh and Horn (2000) suggested the compromised imputation procedure, where the data take the form,

\[ y_{oi} = \begin{cases} \frac{\alpha n}{r} y_i + (1 - \alpha) \bar{b}_i x_i & \text{if } i \in D \\ (1 - \alpha) \bar{b}_i x_i & \text{if } i \in D^C \end{cases} \]

(3.6)

where \( \alpha \) is a chosen constant, such that the variance of the resultant estimator is minimum. It is to be mentioned that this procedure is also using information from imputed values for the responding units in addition to non-responding units. The point estimator (3.2) of the population mean \( \bar{Y} \) under compromised method of imputation becomes:

\[ t_1 = \alpha \bar{y}_r + (1 - \alpha) \bar{y}_r \frac{\bar{x}_n}{\bar{x}_r} \]

(3.7)

3.4 Power Transformation Method of Imputation
Singh and Deo (2003) proposed a power transformation imputation procedure, where the data take form:

\[ y_j = \begin{cases} y_i & \text{if } i \in D \\ \bar{y}_r \left[ n \left( \frac{\bar{x}_n}{\bar{x}_r} \right) ^{q_1} - r \right] & \text{if } i \in D^C \end{cases} \]

(3.8)

where \( q_1 \) is a suitably chosen constant, such that the variance of the resultant estimator is minimum. The limitation of adjusting responding units in the methods proposed by Singh and Horn (2000) and Singh et al (2001) has been removed under this imputation procedure. The point estimator (2.2) of the population mean \( \bar{Y} \) under proposed method of imputation becomes

\[ t_2 = \bar{y}_r \left( \frac{\bar{x}_n}{\bar{x}_r} \right) ^{q_1} \]

(3.9)

For \( q_1 = 0, 1 \) and \(-1\), the point estimator \( t_2 \) respectively reduces to \( \bar{y}_r \), \( t_R = \bar{y}_r \left( \frac{\bar{x}_n}{\bar{x}_r} \right) \) and \( t_p = \bar{y}_r \left( \frac{\bar{x}_n}{\bar{x}_r} \right) \). Thus the transformation method of imputation is some sort of compromise between mean, ratio and product methods of imputation.

3.5 Ahmed et al (2006) Methods of Imputation:

When the population mean \( \bar{X} = \frac{1}{N} \sum_{i=1}^{N} x_i / N \) of an auxiliary variable \( x \) is known, Ahmed et al (2006) have given the following imputation procedures:

(A.1) \( y_{y_1} = \begin{cases} y_i & \text{if } i \in D \\ \frac{1}{n-r} \left[ n\bar{y}_r \left( \frac{\bar{X}}{\bar{x}_n} \right) ^{\delta_1} - r\bar{y}_r \right] & \text{if } i \in D^C \end{cases} \)

(3.10)

(A.2) \( y_{y_2} = \begin{cases} y_i & \text{if } i \in D \\ \frac{1}{n-r} \left[ n\bar{y}_r \left( \frac{\bar{X}}{\bar{x}_r} \right) ^{\delta_2} - r\bar{y}_r \right] & \text{if } i \in D^C \end{cases} \)

(3.11)

(A.3) \( y_{y_3} = \begin{cases} y_i & \text{if } i \in D \\ \bar{y}_r + \frac{n\delta_1}{n-r} \left( \bar{X} - \bar{x}_n \right) & \text{if } i \in D^C \end{cases} \)

(3.12)
\[ (A.4) \quad y_{4i} = \begin{cases} y_i & \text{if } i \in D \\ \bar{y}_r + \frac{n \delta_4}{(n-r)} \left( \bar{X} - \bar{x}_r \right) & \text{if } i \in D^C \end{cases} \]  
\[ (A.5) \quad y_{5i} = \begin{cases} y_i & \text{if } i \in D \\ \bar{y}_r + \frac{n \delta_5}{(n-r)} \left( \bar{X} + \bar{x}_n \right) + \delta_6(x_i - \bar{x}_r) & \text{if } i \in D^C \end{cases} \]  
\[ (A.6) \quad y_{6i} = \begin{cases} y_i & \text{if } i \in D \\ \frac{1}{(n-r)} \left[ n \bar{y}_r \bar{X} \right] - \bar{y}_r & \text{if } i \in D^C \end{cases} \]  
\[ (A.7) \quad y_{7i} = \begin{cases} y_i & \text{if } i \in D \\ \frac{1}{(n-r)} \left[ n \bar{y}_r \bar{X} \right] - \bar{y}_r & \text{if } i \in D^C \end{cases} \]  

where \( y_{ji} \) denotes the \( i \)-th available observation for the \( j \)-th imputation method; and \( \delta_i \)'s (i=1 to 7) are suitably chosen constant, such that the variance(s) of the resulting estimator(s) is minimum.

The point estimator (3.2) of the population mean \( \bar{Y} \) under proposed methods of imputation ((A.1) - (A.7)) respectively turn out to be:

\[ t_3 = \bar{y}_r \left( \frac{\bar{X}}{\bar{x}_r} \right) \delta_1 \]  
\[ t_4 = \bar{y}_r \left( \frac{\bar{X}}{x_r} \right) \delta_2 \]  
\[ t_5 = \bar{y}_r + \delta_3 \left( \bar{X} - \bar{x}_n \right) \]  
\[ t_6 = \bar{y}_r + \delta_4 \left( \bar{X} - \bar{x}_r \right) \]  
\[ t_7 = \bar{y}_r + \delta_5 \left( \bar{X} - \bar{x}_n \right) + \delta_6 \left( \bar{x}_n - \bar{x}_r \right) \]  
\[ t_8 = \frac{\bar{y}_r \bar{X}}{\delta_7 \bar{x}_n + (1 - \delta_7) \bar{X}} \]  
\[ t_9 = \frac{\bar{y}_r \bar{X}}{\delta_7 \bar{x}_n + (1 - \delta_8) \bar{X}} \]  

It is to be mentioned that for \( \delta_2 = 1 \) and -1, the class of estimators \( t_2 \) respectively reduces to:

\[ t_{R1} = \bar{y}_r \left( \frac{\bar{X}}{\bar{x}_r} \right) \quad \text{(Ratio estimator)} \]  
\[ t_{P1} = \bar{y}_r \left( \frac{\bar{X}}{X_r} \right) \quad \text{(Product estimator)} \]  

When the population mean \( \bar{X} \) of the auxiliary variable \( x \) is not known, Ahmed et al (2006) suggested the following imputation procedures:

\[ (A.8) \quad y_{8i} = \begin{cases} y_i & \text{if } i \in D \\ \frac{1}{(n-r)} \left[ n \bar{y}_r \left( \frac{\bar{x}_n}{\bar{x}_r} \right) \delta_i \right] - \bar{y}_r & \text{if } i \in D^C \end{cases} \]  
\[ (A.9) \quad y_{9i} = \begin{cases} y_i & \text{if } i \in D \\ \bar{y}_r + \delta_6(x_i - \bar{x}_r) & \text{if } i \in D^C \end{cases} \]  
\[ (A.10) \quad y_{10i} = \begin{cases} y_i & \text{if } i \in D \\ \frac{\bar{y}_r \left( x_i + \frac{r}{n-r} \bar{x}_r \right)}{\delta_{10} \bar{x}_r + (1 - \delta_{10}) \bar{x}_n} - \frac{r}{n-r} \bar{y}_r & \text{if } i \in D^C \end{cases} \]
The point estimator (3.2) of the population mean $\bar{Y}$ under suggested procedures of imputation ((A.8) - (A.10)) respectively becomes:

$$t_{10} = \bar{y}_r \left( \frac{\bar{x}_m}{\bar{x}_r} \right)^{\delta_0}$$  \hfill (3.29)

$$t_{11} = \bar{y}_r + \delta_0 \left( \bar{x}_n - \bar{x}_r \right)$$  \hfill (3.30)

$$t_{12} = \frac{\bar{y}_r \bar{x}_n}{\{\delta_0 \bar{x}_r + (1 - \delta_0) \bar{x}_n\}}$$  \hfill (3.31)

Here we note that the estimator $t_{12}$ at (3.29) is same as obtained by Singh and Deo (2003).

### 3.6 Shukla and Thakur (2008) Methods of Imputation

When the population mean $\bar{X}$ of the auxiliary variable $x$ is known, Shukla and Thakur (2008) suggested the following method of imputation:

\[ y_{11} = \left\{ \begin{array}{ll}
    y_i & \text{if } i \in D \\
    \bar{y}_r \left[ n \phi_1(k) - r \right] & \text{if } i \in D^C
\end{array} \right. \]  \hfill (3.32)

\[ y_{12} = \left\{ \begin{array}{ll}
    y_i & \text{if } i \in D \\
    \bar{y}_r \left[ n \phi_2(k) - r \right] & \text{if } i \in D^C
\end{array} \right. \]  \hfill (3.33)

and when the population mean $\bar{X}$ of the auxiliary variable $x$ is not known, Shukla and Thakur (2008) proposed the following method of imputation:

\[ y_{13} = \left\{ \begin{array}{ll}
    y_i & \text{if } i \in D \\
    \bar{y}_r \left[ n \phi_3(k) - r \right] & \text{if } i \in D^C
\end{array} \right. \]  \hfill (3.34)

where

\[ \phi_1(k) = \frac{(A + C)\bar{X} + fB\bar{x}_n}{(A + B)\bar{X} + C\bar{x}_n}, \]

\[ \phi_2(k) = \frac{(A + C)\bar{X} + fB\bar{x}_n}{(A + B)\bar{X} + C\bar{x}_n}, \]

\[ \phi_3(k) = \frac{(A + C)\bar{x}_n + fB\bar{x}_n}{(A + B)\bar{x}_n + C\bar{x}_n}. \]

where $A = (k-1)(k-2), B = (k-1)(k-4), C = (k-2)(k-3)(k-4), f = n/N$ and $0 < k < \infty$ is a constant. Under the imputation procedures ((S.1) – (S.3)), the point estimator (3.2) respectively becomes:

$$t_{13} = \bar{y}_r \phi_1(k)$$  \hfill (3.35)

$$t_{14} = \bar{y}_r \phi_2(k)$$  \hfill (3.36)

$$t_{15} = \bar{y}_r \phi_3(k)$$  \hfill (3.37)

### 3.7 Pandey, Thakur and Yadav (2015) Methods of Imputation

Pandey et al (2015) three imputation strategies using known population mean $\bar{X}$ of the auxiliary variable $x$ based on exponential ratio-type estimator envisaged by Bahl and Tuteja (1991). Let $y_{ij}$ denote the $i$th available observations for the $j$th imputation.

- \[ y_i = \left\{ \begin{array}{ll}
    y_i & \text{if } i \in D \\
    \frac{n \bar{y}_r}{(n-r)} \left[ \exp \left( \frac{\bar{X} - \bar{x}_n}{\bar{X} + \bar{x}_n} \right) - r \right] & \text{if } i \in D^C
\end{array} \right. \]  \hfill (3.38)

Resulting point estimator of the population mean $\bar{Y}$ is

$$t_{16} = \bar{y}_r \exp \left( \frac{\bar{X} - \bar{x}_n}{\bar{X} + \bar{x}_n} \right)$$  \hfill (3.39)
• $y_{2i} = \left\{ \begin{array}{ll} y_i & \text{if } i \in D \\ \frac{n \overline{y}_r}{(n-r)} \left[ \exp \left( \frac{\overline{x}_i - \overline{x}_n}{\overline{x}_n + \overline{x}_n} \right) - \frac{r}{n} \right] & \text{if } i \notin D \end{array} \right.$

Resulting point estimator of the population mean $\overline{Y}$ is

$$t_{17} = \frac{\overline{x}_i - \overline{x}_n}{\overline{x}_n + \overline{x}_n}$$

(3.40)

• $y_{3i} = \left\{ \begin{array}{ll} y_i & \text{if } i \in D \\ \frac{n}{(n-r)} \left[ \exp \left( \frac{\overline{x} - \overline{x}_r}{\overline{x} + \overline{x}_r} \right) - \frac{n}{(n-r)} \right] & \text{if } i \notin D \end{array} \right.$

Resulting point estimator of the population mean $\overline{Y}$ is

$$t_{18} = \frac{\overline{x} - \overline{x}_r}{\overline{x} + \overline{x}_r}$$

(3.41)

For further study in this context the reader are referred to Pandey and Yadav (2016, 2017, 2018) and Mohamed et al (2018).

4. Some Suggested General Methods of Imputation and their Estimators

In what follow, $y_{ji}$ denotes the $i$th available observation for the $j$th imputation method. We suggest the following imputation procedures:

• When the population mean $\overline{X}$ of the auxiliary variable $x$ is known:

$$y_{ji} = \left\{ \begin{array}{ll} y_i & \text{if } i \in D \\ \frac{1}{(n-r)} \{ nf(\overline{y}_r, u) - r\overline{y}_r \} & \text{if } i \notin D \end{array} \right. \tag{4.1}$$

• When the population mean $\overline{X}$ of the auxiliary variable $x$ is not known:

$$y_{ji} = \left\{ \begin{array}{ll} y_i & \text{if } i \in D \\ \frac{1}{(n-r)} \{ ng(\overline{y}_r, v) - r\overline{y}_r \} & \text{if } i \notin D \end{array} \right. \tag{4.2}$$

• When the population mean $\overline{X}$ of the auxiliary variable $x$ is known:

$$y_{ji} = \left\{ \begin{array}{ll} y_i & \text{if } i \in D \\ \frac{1}{(n-r)} \{ nh(\overline{y}_r, w) - r\overline{y}_r \} & \text{if } i \notin D \end{array} \right. \tag{4.3}$$

where $l(\overline{y}_r, u), g(\overline{y}_r, v)$ and $h(\overline{y}_r, w)$ are the functions of $(\overline{y}_r, u), (\overline{y}_r, v)$ and $(\overline{y}_r, w)$ respectively. The functions $l(\overline{y}_r, u), g(\overline{y}_r, v)$ and $h(\overline{y}_r, w)$ assume values in a bounded closed convex subset $Q \subset R_2$, which contain the point $(\overline{f}, 1)$ and are such that

$$l(\overline{f}, 1) = \overline{f} \Rightarrow l_i(\overline{f}, 1) = \frac{\partial l(\overline{f}, 1)}{\partial \overline{f}_i} \bigg|_{(\overline{f}, 1)} = 1, \ g(\overline{f}, 1) = \overline{f} \Rightarrow g_i(\overline{f}, 1) = \frac{\partial g(\overline{f}, 1)}{\partial \overline{f}_i} \bigg|_{(\overline{f}, 1)} = 1 \text{ and}$$

$$h(\overline{f}, 1) = \overline{f} \Rightarrow h_i(\overline{f}, 1) = \frac{\partial h(\overline{f}, 1)}{\partial \overline{f}_i} \bigg|_{(\overline{f}, 1)} = 1$$

The point estimators of the population mean $\overline{Y}$ under (4.1), (4.2) and (4.3) methods of imputation are respectively given by

$$\overline{y}_l = l(\overline{y}_r, u), \tag{4.4}$$

$$\overline{y}_g = g(\overline{y}_r, v), \tag{4.5}$$

and $\overline{y}_h = h(\overline{y}_r, w). \tag{4.6}$

Remark 4.1

It is to be mentioned that the point estimators
The following point estimators $\bar{y}_i^{(1)}$, given by (4.4), where $\alpha, \beta_1, b_1$, $A = (k-1)(k-2)$, $B = (k-1)(k-4)$, $C = (k-2)(k-3)(k-4)$, $0 < k < \infty$ are constants and $f = n/N$. We note that the estimators $\bar{y}_i^{(3)}$, $\bar{y}_i^{(4)}$ and $\bar{y}_i^{(5)}$ are due to Ahmed et al (2006) estimators while the estimators $\bar{y}_i^{(6)}$ and $\bar{y}_i^{(10)}$ due to Shukla and Thakur (2008) and Pandey et al (2015) respectively.

**Remark 4.2**

The following point estimators

\[
\begin{align*}
\bar{y}_i^{(1)} &= \bar{y}_i v^{-1}, \text{Singh and Horn(2000) estimator} \\
\bar{y}_i^{(2)} &= \bar{y}_i v, \\
\bar{y}_i^{(3)} &= \alpha_1 \bar{y}_i + (1-\alpha_1)\bar{y}_i v^{-1}, \text{Singh and Horn(2000) estimator} \\
\bar{y}_i^{(4)} &= \bar{y}_i v^{-\alpha_1}, \ldots, \bar{y}_i^{(5)} &= \bar{y}_i \left[\alpha_1 v + (1-\alpha_1)\right]^{-1}, \text{Ahmed et al(2006) estimators} \\
\bar{y}_i^{(6)} &= \bar{y}_i + b_1(1-v), \\
\bar{y}_i^{(7)} &= \bar{y}_i \frac{[A+C] + fBv}{[A+fB] + Cv}, \text{Shukla and Thakur (2008),} \\
\bar{y}_i^{(8)} &= \bar{y}_i, \exp\left[\frac{\alpha_1(1-v)}{(1+v)}\right], \\
\bar{y}_i^{(9)} &= \bar{y}_i \left[\alpha_1 + (1-\alpha_1)\right]^{-\beta_1} \\
\bar{y}_i^{(10)} &= \frac{v-1}{v+1}, \text{Pandey et al (2015)}
\end{align*}
\]
Remark 4.3

It is to be noted that the estimators
\[ \hat{y}_h^{(1)} = \bar{y}_h w^{-1}, \quad \hat{y}_h^{(2)} = \bar{y}_h w, \quad \hat{y}_h^{(3)} = \bar{y}_h w^{a_1}, \]
\[ \hat{y}_h^{(4)} = \bar{y}_h + b_1 (1-w) \bar{X}, \]
\[ \hat{y}_h^{(5)} = \bar{y}_h + (\alpha_2 w + (1-w_2))^{-1} \]
\[ \hat{y}_h^{(6)} = \bar{y}_h \left( \frac{(A + C) + jBw}{(A + jB) + Cw} \right) \quad \text{Ahmed et al (2006) estimators} \]
\[ \hat{y}_h^{(7)} = \bar{y}_h \exp \left( \frac{\alpha_2 (1-w)}{1+w} \right) \]
\[ \hat{y}_h^{(8)} = \bar{y}_h \left( \frac{(1-\alpha_2) w^{-\beta_2}}{w} \right) \]
\[ \hat{y}_h^{(9)} = t_{18} = \bar{y}_r \exp \left( \frac{1-w}{1+w} \right) \quad \text{Pandey et al (2015)} \]

etc. are members of the family of estimators \( \hat{y}_h \) given by (4.6), where \( \alpha_1, \beta_1, b_2 \) are suitably chosen constants.

5. Biases and Mean Squared Errors of the Families of Estimators \( \bar{y}_1, \bar{y}_g \) and \( \bar{y}_h \)

To the first degree of approximation (ignoring finite population correction terms) the biases and mean squared errors of \( \bar{y}_1, \bar{y}_g \)

and \( \bar{y}_h \) are respectively given by

\[ B(\bar{y}_1) = \left( C \sigma^2 / 2 \right) \left( \mathbb{E} \left( \hat{y}_i \right) - \bar{Y}_1 \right) + 2 \hat{K}_{xy} l_{12}(\bar{F}, 1), \]  
\[ B(\bar{y}_g) = \left( (1-r) - (1/n) \right) \left( C \sigma^2 / 2 \right) \left( \mathbb{E} \left( \hat{y}_i \right) - \bar{Y}_1 \right) + 2 \hat{K}_{xy} g_{12}(\bar{F}, 1), \]  
\[ B(\bar{y}_h) = \left( C \sigma^2 / 2 r \right) \left( \mathbb{E} \left( \hat{y}_i \right) - \bar{Y}_1 \right) + 2 \hat{K}_{xy} h_{12}(\bar{F}, 1), \]  
\[ \text{MSE}(\bar{y}_1) = \left( C \sigma^2 / 1 \right) \left( \mathbb{E} \left( \hat{y}_i \right) - \bar{Y}_1 \right) - \hat{Y}_1 + 2 \hat{K}_{xy} l_{12}(\bar{F}, 1), \]  
\[ \text{MSE}(\bar{y}_g) = \left( C \sigma^2 / 1 \right) \left( \mathbb{E} \left( \hat{y}_i \right) - \bar{Y}_1 \right) - \hat{Y}_1 + 2 \hat{K}_{xy} g_{12}(\bar{F}, 1), \]  
\[ \text{MSE}(\bar{y}_h) = \left( C \sigma^2 / 1 \right) \left( \mathbb{E} \left( \hat{y}_i \right) - \bar{Y}_1 \right) + 2 \hat{K}_{xy} h_{12}(\bar{F}, 1), \]

where \( l_{ij}(\bar{F}, 1), g_{ij}(\bar{F}, 1) \) and \( h_{ij}(\bar{F}, 1), (i, j = 1, 2) \) denote the second order derivatives of the functions \( l(\cdot), g(\cdot) \) and \( h(\cdot) \) respectively about the point \( (\bar{F}, 1) \). It is to be mentioned that the biases and mean squared errors of the estimators \( \bar{y}_i^{(1)}, i = 1 \ to \ 9, \)

\( \bar{y}_i^{(1)}, i = 1 \ to \ 10 \) and \( \bar{y}_i^{(1)}, i = 1 \ to \ 9 \) can be obtained from \((5.1),(5.4)), \( (5.2), (5.5)) \) and \((5.3),(5.6)) \) respectively just by putting the values of derivatives \( l_{ij}(\bar{F}, 1), g_{ij}(\bar{F}, 1), l_{ij}(\bar{F}, 1), g_{ij}(\bar{F}, 1), g_{ij}(\bar{F}, 1), g_{ij}(\bar{F}, 1), g_{ij}(\bar{F}, 1) \) and \( h_{ij}(\bar{F}, 1), h_{ij}(\bar{F}, 1), h_{ij}(\bar{F}, 1), h_{ij}(\bar{F}, 1) \) respectively in \((5.4), (5.5) \) and \( (5.6) \). The mean squared error of \( \bar{y}_1, \bar{y}_g \) and \( \bar{y}_h \) respectively in \((5.4), (5.5) \) and \( (5.6) \) are minimized for

\[ l_2(\bar{F}, 1) = g_2(\bar{F}, 1) = h_2(\bar{F}, 1) = -\beta \bar{X}, \]

\[ \min \text{MSE}(\bar{y}_1) = S_3^2 \left( \mathbb{E} \left( \hat{y}_i \right) - \bar{Y}_1 + \frac{(1-r) - (1/n)}{\rho_n} \right)^2 \]  
\[ \min \text{MSE}(\bar{y}_g) = S_3^2 \left( \mathbb{E} \left( \hat{y}_i \right) - \bar{Y}_1 - \frac{(1-r) - (1/n)}{\rho_n} \right)^2 \]  
\[ \min \text{MSE}(\bar{y}_h) = S_3^2 \left( \mathbb{E} \left( \hat{y}_i \right) - \bar{Y}_1 - \frac{(1-r) - (1/n)}{\rho_n} \right)^2 \]  

Thus we state the following Theorem:

**Theorem 5.1**

To the first degree of approximation

(i) \( \text{MSE}(\bar{y}_1) \geq S_3^2 \left( \mathbb{E} \left( \hat{y}_i \right) - \bar{Y}_1 + \frac{(1-r) - (1/n)}{\rho_n} \right)^2 \]

with equality holding if \( l_2(\bar{F}, 1) = -\beta \bar{X} \).

(ii) \( \text{MSE}(\bar{y}_g) \geq S_3^2 \left( \mathbb{E} \left( \hat{y}_i \right) - \bar{Y}_1 + \frac{(1-r) - (1/n)}{\rho_n} \right)^2 \]

with equality holding if \( g_2(\bar{F}, 1) = -\beta \bar{X} \).

(iii) \( \text{MSE}(\bar{y}_h) \geq S_3^2 \left( \mathbb{E} \left( \hat{y}_i \right) - \bar{Y}_1 + \frac{(1-r) - (1/n)}{\rho_n} \right)^2 \]

with equality holding if \( h_2(\bar{F}, 1) = -\beta \bar{X} \).

We also state the following theorem:
Theorem 5.2
The suggested family of estimators $\bar{y}_g$ is more efficient than the family of estimators $\bar{y}_i$ at its optimum condition if $r < n/2$.

Proof:
From (4.8) and (4.9) we have
$$\min_{\text{MSE}}(\bar{y}_g) = \min_{\text{MSE}}(\bar{y}_h) = S^2_y \left(\frac{2}{n}\right) - (1/r)\rho^2_n,$$
which is less than ‘zero’ if
$$\left(\frac{2}{n}\right) - (1/r) < 0$$
i.e. if $2/n - 1/r > 0$.

Thus the theorem is proved.

Theorem 5.3
The suggested family of estimators $\bar{y}_h$ is the best among the families of estimators $\bar{y}_i$, $\bar{y}_g$ and $\bar{y}_h$.

Proof:
From (5.8), (5.9) and (5.10) we have
$$\min_{\text{MSE}}(\bar{y}_g) = \min_{\text{MSE}}(\bar{y}_h) = S^2_y \left(\frac{2}{n}\right) - (1/r)\rho^2_n,$$
which is less than ‘zero’ if
$$\left(\frac{2}{n}\right) - (1/r) < 0$$
i.e. if $2/n - 1/r > 0$.

Thus the theorem is proved.

From the above it is clear that the proposed family of estimators $\bar{y}_h$ has least MSE than the families of estimators $\bar{y}_i$ and $\bar{y}_g$ at their optimum conditions. Hence the theorem.

6. Efficiency Comparisons When the Value of the Derivative Does Not Coincide With Its Optimum Value

6.1: To compare the family of estimators $\bar{y}_i$ with the conventional unbiased estimator $\bar{y}_r$, the ratio estimator $\bar{y}_r^{(i)} = \bar{y}_r(X/\bar{x}_n)$ and the product estimator $\bar{y}_r^{(2)} = \bar{y}_r(\bar{x}_n/X)$ we write the variance of $\bar{y}_r$, mean squared errors of $\bar{y}_r^{(i)}$ and $\bar{y}_r^{(2)}$ to the first degree of approximation (ignoring finite correction factor) are respectively given by

$$\text{Var}(\bar{y}_r) = S^2_y/ar{X},$$

$$\text{MSE}(\bar{y}_r^{(i)}) = \left(\frac{S^2_y}{\bar{x}_n} + \bar{Y}_2\left(C^2_x/n\right)(1 - 2K_{xy})\right),$$

$$\text{MSE}(\bar{y}_r^{(2)}) = \left(\frac{S^2_y}{\bar{x}_n} + \bar{Y}_2\left(C^2_x/n\right)(1 + 2K_{xy})\right).$$

From (5.4), (6.1), (6.2) and (6.3) it is observed that the suggested family of estimators $\bar{y}_i$ is more efficient than

(i) the conventional unbiased estimator $\bar{y}_r$ if
$$\min\left(0, -\beta\bar{X}\right) < l_2(\bar{Y}, 1) < \max\left(0, -\beta\bar{X}\right),$$

(ii) the usual ratio estimator $\bar{y}_r^{(1)}$ if
$$\min\left[-R\bar{X}, \bar{X}(R-2\bar{\rho})\right] < l_2(\bar{Y}, 1) < \max\left[-R\bar{X}, \bar{X}(R-2\bar{\rho})\right],$$

(iii) the usual product estimator $\bar{y}_r^{(2)}$ if
$$\min\left[-R\bar{X}, -\bar{X}(R+2\bar{\rho})\right] < l_2(\bar{Y}, 1) < \max\left[-R\bar{X}, -\bar{X}(R+2\bar{\rho})\right].$$

6.11: To compare the family of estimators $\bar{y}_g$ with usual unbiased estimator $\bar{y}_r$, usual ratio estimator $\bar{y}_g^{(i)} = \bar{y}_g(X/\bar{x}_n)$ and the product estimator $\bar{y}_g^{(2)} = \bar{y}_g(\bar{x}_n/X)$, we write the mean squared errors of $\bar{y}_g^{(i)}$ and $\bar{y}_g^{(2)}$ to the first degree of approximation, respectively as

$$\text{MSE}(\bar{y}_g^{(i)}) = \left(\frac{S^2_y}{\bar{x}_n} + \bar{Y}_2\left(\frac{(1/r)-{(1/n)}\rho^2_n}{C^2_x\left(1 - 2K_{xy}\right)}\right)\right),$$

$$\text{MSE}(\bar{y}_g^{(2)}) = \left(\frac{S^2_y}{\bar{x}_n} + \bar{Y}_2\left(\frac{(1/r)-{(1/n)}\rho^2_n}{C^2_x\left(1 + 2K_{xy}\right)}\right)\right).$$

From (5.4) (6.1), (6.7) and (6.8) we note that the suggested family of estimators $\bar{y}_i$ is more efficient than $\bar{y}_r$, $\bar{y}_g^{(i)}$ and $\bar{y}_g^{(2)}$ respectively if the following inequalities:

$$\min\left(0, -\beta\bar{X}\right) < g_2(\bar{Y}, 1) < \max\left(0, -\beta\bar{X}\right),$$

$$\min\left[-R\bar{X}, \bar{X}(R-2\bar{\rho})\right] < g_2(\bar{Y}, 1) < \max\left[-R\bar{X}, -\bar{X}(R-2\bar{\rho})\right].$$
\[
\min \{ -R\bar{X}, -\bar{X}(R + 2\beta) \} < g_2(\bar{Y}, 1) < \max \{ -R\bar{X}, -\bar{X}(R + 2\beta) \}.
\]

6.11: Further compare the family of estimators \( \bar{Y}_h \) with usual unbiased estimator \( \bar{Y}_r \), usual ratio estimator \( \bar{Y}_h^{(1)} = \bar{y}_r (\bar{X}/\bar{y}_r) \) and the usual product estimator \( \bar{Y}_h^{(2)} = \bar{y}_r (\bar{x}_r / \bar{X}) \), we write the mean squared errors of \( \bar{Y}_h^{(1)} \) and \( \bar{Y}_h^{(2)} \) to the first degree of approximation, as

\[
MSE(\bar{Y}_h^{(1)}) = \left[ \frac{R^2}{r} \right] C_r^2 + C_r^2 \left( 1 - 2K_{xy} \right).
\]

(6.12)

\[
MSE(\bar{Y}_h^{(2)}) = \left[ \frac{R^2}{r} \right] C_r^2 + C_r^2 \left( 1 + 2K_{xy} \right).
\]

(6.13)

From (6.1) (6.12) and (6.13) it is easily observed that the proposed family of estimators \( \bar{Y}_h \) is better than

(i) the unbiased estimator \( \bar{Y}_r \), if

\[
\min \{ 0, -\beta \bar{X} \} < h_2(\bar{Y}, 1) < \max \{ 0, -\beta \bar{X} \},
\]

(6.14)

(ii) usual ratio estimator \( \bar{Y}_h^{(1)} \) if

\[
\min \{ -R\bar{X}, \bar{X}(R - 2\beta) \} < h_2(\bar{Y}, 1) < \max \{ -R\bar{X}, \bar{X}(R - 2\beta) \},
\]

(6.15)

(iii) usual product estimator \( \bar{Y}_h^{(2)} \) if

\[
\min \{ -R\bar{X}, \bar{X}(R + 2\beta) \} < h_2(\bar{Y}, 1) < \max \{ -R\bar{X}, \bar{X}(R + 2\beta) \}
\]

(6.16)

6.1V: Suppose the form of the estimators under (5.1), (5.2) and (5.3) are similar i.e. \( h_2(\bar{F}, 1) = g_2(\bar{F}, 1) = h_2(\bar{F}, 1) \). Then from (5.4), (5.5) and (5.6) we note that the family of estimators \( \bar{Y}_h \) is better than the families of estimators \( \bar{Y}_I \) and \( \bar{Y}_s \) if

\[
\min \{ 0, -2\beta \bar{X} \} < h_2(\bar{V}, 1) < \max \{ 0, -2\beta \bar{X} \}.
\]

7. Estimators Based on Estimated optimum Values

It is to be mentioned that \( z_2(\bar{F}, 1) = -\beta \bar{X} \) with \( z = I, g, h \) is seldom known in practice, hence it is worth advisable to replace this by its estimated optimum value based on the sample data at hand. Since the optimum value of \( z_2(\bar{F}, 1) \) is

\[
z_2(\bar{F}, 1) = -\beta \bar{X} = \delta \text{ (say)}
\]

or

\[
\delta = -S_{xy} \bar{X}/S_x^2,
\]

where \( S_{xy} = \sum_{i=1}^{N} (x_i - \bar{x})(y_i - \bar{y})/(N-1) \).

Replacing \( S_{xy} \) and \( S_x^2 \) and \( \bar{X} \) by their unbiased estimators

\[
S_{xy} = \sum_{i=1}^{n} (x_i - \bar{x})^2 / (r-1), S_{x^2} = \sum_{i=1}^{n} (x_i - \bar{x})^2 / (r-1)
\]

and \( \bar{X} \) respectively in (7.1) we define a consistent estimate of \( \delta \) as

\[
\hat{\delta} = -\hat{\beta}_h \bar{X}.
\]

(7.2)

Thus the following the procedure adopted by Singh and Tracy (2001) and Singh and Horn (2000), we define the following imputation methods based on ‘estimated optimum’ value:

I. \( y_{i1} = \begin{cases} y_i & \text{if } i \in D \\text{ or } \text{ } i \in D^c \end{cases} \)

(7.3)

II. \( y_{i2} = \begin{cases} y_i & \text{if } i \in D \\text{ or } \text{ } i \in D^c \end{cases} \)

(7.4)

III. \( y_{i3} = \begin{cases} y_i & \text{if } i \in D \\text{ or } \text{ } i \in D^c \end{cases} \)

(7.5)

where \( I^*(\bar{y}_r, u, \hat{\delta}) \) and \( h^*(\bar{y}_r, w, \hat{\delta}) \) are the functions of \( (\bar{y}_r, u, \hat{\delta}) \), \( (\bar{y}_r, v, \hat{\delta}) \) and \( (\bar{y}_r, w, \hat{\delta}) \) respectively. The functions \( I^*(\bar{y}_r, u, \hat{\delta}) \) and \( h^*(\bar{y}_r, w, \hat{\delta}) \) assume values in bounded closed convex subset \( Q^* \) in \( R_3 \), which contain the point

\[
M = (\bar{F}, 1, \delta)
\]

and are such that

\[
I^*(M) = g^*(M) = h^*(M) = \bar{F}
\]

\[
\Rightarrow I^*_1(M) = g^*_1(M) = h^*_1(M) = 1
\]

\[
I^*_2(M) = g^*_2(M) = h^*_2(M) = -\beta \bar{X}
\]

(7.6)

and

\[
I^*_3(M) = g^*_3(M) = h^*_3(M) = 0
\]

(7.7)
where \( z_j^*(M) \) with \( z^* = l^*, g^*, h^* \) and \( j = 1,2,3 \); denote the first order partial derivative of the function \( z_j^*(\cdot) \) about the point \( M = (\bar{Y},1,\delta) \).

The point estimators of the population mean \( \bar{Y} \) under (7.3), (7.4) and (7.5) imputations are respectively given by

\[
\bar{Y}_{l} = l^*(\bar{Y},u,\delta).
\]

(7.9)

\[
\bar{Y}_{g} = g^*(\bar{Y},v,\delta).
\]

(7.10)

\[
\bar{Y}_{h} = h^*(\bar{Y},w,\delta).
\]

(7.11)

Under the conditions (7.6) (7.7) and (7.8) it can be shown to the first degree of approximation that

\[
MSE(\bar{Y}_{l}) = S^2 = \left\{ \left( 1 - \rho^2 \right) /\rho + \left( 1 - \rho^2 / (1/n) \right) \rho^2 \right\} = \min.MSE(\bar{Y}_{l}),
\]

(7.12)

\[
MSE(\bar{Y}_{g}) = S^2 = \left\{ \left( 1 - \rho^2 \right) /\rho + \left( 1 - \rho^2 / (1/n) \right) \rho^2 \right\} = \min.MSE(\bar{Y}_{g}),
\]

(7.13)

\[
MSE(\bar{Y}_{h}) = S^2 = \left\{ \left( 1 - \rho^2 \right) /\rho + \left( 1 - \rho^2 / (1/n) \right) \rho^2 \right\} = \min.MSE(\bar{Y}_{h}).
\]

(7.14)

It can easily be seen that the proposed family of estimators \( \bar{Y}_{h} \) is better than \( \bar{Y}_{l} \) and \( \bar{Y}_{g} \).

8. Some Generalized Procedures of Imputation and Their Estimators

Let \( L(\bar{Y},u,a) G(\bar{Y},v,b) H(\bar{Y},w,d) \) be the functions of \( (\bar{Y},u,a),(\bar{Y},v,b) \) and \( (\bar{Y},w,d) \) respectively such that

\( L(Z) = \bar{Y} \Rightarrow L_1(Z) = 1, \) \( G(Z) = \bar{Y} \Rightarrow G_1(Z) = 1 \) and \( H(Z) = \bar{Y} \Rightarrow H_1(Z) = 1 \) with \( Z = (\bar{Y},1,1) \) and such that these satisfy the following conditions:

1. Whatever be the sample chosen \( (\bar{Y},u,a),(\bar{Y},v,b) \) and \( (\bar{Y},w,d) \) assume values in a bounded closed convex subset, \( R^* \).

\( R^{**} \) and \( R^{***} \) respectively the three dimensional real space containing the point \( Z = (\bar{Y},1,1) \).

2. In \( R^* \), \( R^{**} \) and \( R^{***} \) respectively the functions \( L(\bar{Y},u,a) G(\bar{Y},v,b) \) and \( H(\bar{Y},w,d) \) are continuous and bounded.

3. The first and second order partial derivatives of \( L(\bar{Y},u,a) G(\bar{Y},v,b) \) and \( H(\bar{Y},w,d) \) exist and are continuous and bounded in \( R^* \), \( R^{**} \) and \( R^{***} \) respectively.

8.1: When the population mean \( \bar{X} \) and mean square \( S^2_x \) are known, we define the following imputation procedure as:

\[
y_{i} = \begin{cases} 
  y_i - nL(\bar{Y},u,a) - \bar{Y} & \text{if } i \in D \\
  nG(\bar{Y},v,b) - \bar{Y} & \text{if } i \in D^c.
\end{cases}
\]

(8.1)

8.2: When the population mean \( \bar{X} \) and mean square \( S^2_x \) of the auxiliary variable \( x \) are not known, we define the following imputation procedure as:

\[
y_{i} = \begin{cases} 
  y_i - nG(\bar{Y},v,b) - \bar{Y} & \text{if } i \in D \\
  nH(\bar{Y},w,d) - \bar{Y} & \text{if } i \in D^c.
\end{cases}
\]

(8.2)

8.3: When the population mean \( \bar{X} \) and mean square \( S^2_x \) are not known, we define another imputation procedure as:

\[
y_{i} = \begin{cases} 
  y_i - nH(\bar{Y},w,d) - \bar{Y} & \text{if } i \in D \\
  nG(\bar{Y},v,b) - \bar{Y} & \text{if } i \in D^c.
\end{cases}
\]

(8.3)

Under (8.1), (8.2) and (8.3) the point estimators of the population mean \( \bar{Y} \) are

\[
\bar{Y}_L = L(\bar{Y},u,a).
\]

(8.4)

\[
\bar{Y}_G = G(\bar{Y},v,b),
\]

(8.5)

\[
\bar{Y}_H = H(\bar{Y},w,d).
\]

(8.6)

9. Properties of the Suggested Generalized Estimators \( \bar{Y}_L, \bar{Y}_G \) and \( \bar{Y}_H \)

9.1: To obtain the biases of the estimators \( \bar{Y}_L, \bar{Y}_G \) and \( \bar{Y}_H \) we further assume that third order partial derivatives of \( L(\bar{Y},u,a) G(\bar{Y},v,b) \) and \( H(\bar{Y},w,d) \) exist and are continuous and bounded. Then expanding \( L(\bar{Y},u,a) G(\bar{Y},v,b) \) and \( H(\bar{Y},w,d) \) about the point \( Z = (\bar{Y},1,1) \) in a third order Taylor’s series we obtain:

\[
\bar{Y}_{n} = \left[ \frac{F(Z) + (\bar{Y} - \bar{Y})F_1(Z) + (u-1)F_2(Z) + (a-1)F_3(Z)}{u} + \frac{(u-1)^2 F_2(Z) + (a-1)^2 F_3(Z) + 2(u-1)(a-1)F_3(Z)}{u^2} + \frac{2(\bar{Y} - \bar{Y})(u-1)F_1(Z) + 2(\bar{Y} - \bar{Y})(a-1)F_3(Z)}{u^3} \right]
\]

(9.1)
\[ G_Z + (v-1)G_2(Z) + (b-1)G_3(Z) \]

\[ + \frac{1}{2} \left( v-1 \right)^2 G_2(Z) + \frac{(v-1)^2}{2} G_3(Z) + 2(v-1)(b-1)G_{3}(Z) \]

\[ + 2(v-1)G_{1}(Z) + 2(b-1)G_{1}(Z) \]

\[ + \frac{1}{6} \left[ \frac{\partial}{\partial v} + (v-1) \frac{\partial}{\partial v} + (b-1) \right] ^3 G_{1}(v, v^*, b^*) \]

\[ (9.2) \]

\[ H(Z) + (v-1)H_1(Z) + (b-1)H_2(Z) \]

\[ + \frac{1}{2} \left( v-1 \right)^2 H_2(Z) + \frac{(v-1)^2}{2} H_3(Z) + 2(v-1)(b-1)H_{23}(Z) \]

\[ + 2(v-1)H_{12}(Z) + 2(b-1)H_{13}(Z) \]

\[ + \frac{1}{6} \left[ \frac{\partial}{\partial v} + (v-1) \frac{\partial}{\partial v} + (b-1) \right] ^3 G_{1}(v, w^*, d^*) \]

\[ (9.3) \]

where \( \bar{y}^* = \bar{y} + \psi^*(\bar{y} - \bar{F}) \), \( u^* = 1 + \psi^*(u-1) \), \( a^* = 1 + \psi^*(a-1) \), \( v^* = 1 + \psi^*(v-1) \), \( w^* = 1 + \psi^*(w-1) \), \( b^* = 1 + \psi^*(b-1) \), \( d^* = 1 + \psi^*(d-1) \), \( 0 < \psi^* < 1 \).

\( L_j(Z), G_j(Z), H_j(Z) \) \( j = 1, 2, 3 \) denote the first order partial derivatives of \( L(\cdot), G(\cdot) \) and \( H(\cdot) \) about the point \( Z = (\bar{y}, 1, 1) \). Noting that \( L(\bar{y}) = G(\bar{y}) = H(\bar{y}) = 1 \) and expressing (8.7), (8.8) and (8.9) in terms of \( \varepsilon_0, \varepsilon_1, \varepsilon_2, \eta_1, \eta_2 \) we have

\[ \left( \bar{y}_L - \bar{F} \right) \]

\[ \left( \bar{y}_G - \bar{F} \right) \]

\[ \left( \bar{y}_H - \bar{F} \right) \]

\[ (9.4) \]

\[ (9.5) \]

\[ (9.6) \]

Taking expectation both sides of (9.4), (9.5) and (9.6) we obtain the biases of the estimators \( \bar{y}_L, \bar{y}_G \) and \( \bar{y}_H \) up to the terms of order \( n^{-1} \)

\[ \begin{align*} 
B(\bar{y}_L) &= (1/2n) \left[ C_2^2 L_2(Z) + (\beta_2(x) - 1) L_3(Z) + 2\gamma C_1 L_2(Z) \right] \\
&+ 2\bar{Y} \rho \varepsilon_0 C_1 L_2(Z) \end{align*} \]

\[ (9.7) \]

\[ \begin{align*} 
B(\bar{y}_G) &= (1/2n) \left[ (1/r) - (1/n) \right] \left[ C_2^2 G_2(Z) + (\beta_2(x) - 1) G_3(Z) + 2\gamma C G_2(Z) \right] \\
&+ 2\bar{Y} \rho \varepsilon_0 C_1 G_2(Z) \end{align*} \]

\[ (9.8) \]

\[ \begin{align*} 
B(\bar{y}_H) &= (1/2r) \left[ C_2^2 H_2(Z) + (\beta_2(x) - 1) H_3(Z) + 2\gamma C H_2(Z) \right] \\
&+ 2\bar{Y} \rho \varepsilon_0 C_1 H_2(Z) \end{align*} \]

\[ (9.9) \]

Up to the terms of order \( n^{-1} \), the mean squared errors of \( \bar{y}_L, \bar{y}_G \) and \( \bar{y}_H \) respectively are

\[ \begin{align*} 
MSE(\bar{y}_L) &= E(\bar{y}_L - \bar{F})^2 \\
&= E \left[ \left( \bar{y} - \bar{F} \right)^2 + \varepsilon_0^2 L_2(Z) + \varepsilon_1^2 L_3(Z) + 2\bar{Y} \varepsilon_0 \varepsilon_1 L_2(Z) \right] \\
&\quad + 2\bar{Y} \rho \varepsilon_0 \varepsilon_1 L_2(Z) \end{align*} \]

\[ (9.10) \]
\[
\text{MSE}(\overline{y}_H) = E(\overline{y}_H - \overline{y})^2 = \left[ \frac{1}{|r|} S_n^2 + \frac{1}{|r|} \left( \left( \frac{1}{r} - \left( \frac{1}{n} \right) \right) \right) \right] \left[ \frac{1}{|r|} C_r^2 G_2 (Z) + \beta_2 (x - 1) G_3 (Z) + 2 \gamma_1 C_r G_2 (Z) G_3 (Z) \right] + 2 \rho \gamma_1 C_r G_2 (Z) + 2 \rho \gamma_1 G_3 (Z) ] \]
\]

(9.11)

\[
\text{MSE}(\overline{y}_H) = E(\overline{y}_H - \overline{y})^2 = \left[ \frac{1}{|r|} S_n^2 + \frac{1}{|r|} \left( \left( \frac{1}{r} - \left( \frac{1}{n} \right) \right) \right) \right] \left[ \frac{1}{|r|} C_r^2 H_2 (Z) + \beta_2 (x - 1) H_3 (Z) + 2 \gamma_1 C_r H_2 (Z) H_3 (Z) \right] + 2 \rho \gamma_1 C_r H_2 (Z) + 2 \rho \gamma_1 H_3 (Z)] \]

(9.12)

Minimization of (9.10), (9.11) and (9.12) yield the optimum values of \( \{ L_2 (Z), L_3 (Z), G_2 (Z), G_3 (Z) \} \) and \( \{ H_2 (Z), H_3 (Z) \} \) respectively as

\[
L_2 (Z) = \left[ \rho \gamma_1 C_r - \rho \gamma_1 \left( \frac{\beta_2 (x - 1)}{\beta_2 (x - 1)} \right) \right] = \psi^* \left( \text{say} \right)
\]

(9.13)

\[
L_3 (Z) = \left[ \rho \gamma_1 C_r - \rho \gamma_1 \left( \frac{\beta_2 (x - 1)}{\beta_2 (x - 1)} \right) \right] = \theta \left( \text{say} \right)
\]

(9.14)

and

\[
G_2 (Z) = \psi
\]

(9.15)

\[
G_3 (Z) = \theta.
\]

Substitution of \( (\psi, \theta) \) in (9.10), (9.11) and (9.12) respectively yield the minimum mean squared errors of \( \overline{y}_L, \overline{y}_G \) and \( \overline{y}_H \) respectively as

\[
\text{min MSE}(\overline{y}_L) = S_n^2 \left[ \frac{1}{|r|} - \frac{1}{n} \right] \left( \rho_n^2 + \Delta \right)
\]

(9.16)

\[
\text{min MSE}(\overline{y}_G) = S_n^2 \left[ \frac{1}{|r|} - \frac{1}{n} \right] \left( \rho_n^2 + \Delta \right)
\]

(9.17)

\[
\text{min MSE}(\overline{y}_H) = S_n^2 \left[ \frac{1}{|r|} - \frac{1}{n} \right] \left( \rho_n^2 + \Delta \right)
\]

(9.18)

Thus we state the following Theorem:

**Theorem 9.1**

To the first degree of approximation,

**9. I** \( \text{MSE}(\overline{y}_L) \geq S_n^2 \left[ \frac{1}{|r|} - \frac{1}{n} \right] \left( \rho_n^2 + \Delta \right) \)

with equality holding if \( L_2 (Z) = \psi \) and \( L_3 (Z) = \theta \).

**9. II** \( \text{MSE}(\overline{y}_G) \geq S_n^2 \left[ \frac{1}{|r|} - \frac{1}{n} \right] \left( \rho_n^2 + \Delta \right) \)

with equality holding if \( G_2 (Z) = \psi \) and \( G_3 (Z) = \theta \).

**9. III** \( \text{MSE}(\overline{y}_H) \geq S_n^2 \left[ \frac{1}{|r|} - \frac{1}{n} \right] \left( \rho_n^2 + \Delta \right) \)

with equality holding if \( H_2 (Z) = \psi \) and \( H_3 (Z) = \theta \).

where \( \psi \) and \( \theta \) are same as defined by (7.13).

**Remark 9.1**

The following estimators:

\[
\hat{y}_{L1} = \hat{y}_r u^\alpha \beta, \quad \hat{y}_{L2} = \hat{y}_r \left[ 1 + \alpha (u - 1) / (1 - \beta (a - 1)) \right] \hat{y}_{L3} = \hat{y}_r \left[ 1 + \alpha (u - 1) + \beta (a - 1) \right]
\]

\[
\hat{y}_{L4} = \hat{y}_r \hat{y}_r \left[ 1 - \alpha (u - 1) + \beta (a - 1) \right] \hat{y}_{L5} = \hat{y}_r \left[ 1 + \alpha (u - 1) - \beta (a - 1) \right]
\]

\[
\hat{y}_{L6} = \hat{y}_r \exp \left[ \alpha (u - 1) + \beta (a - 1) \right], \quad \hat{y}_{L7} = \hat{y}_r \exp \left[ \alpha \log u + \beta \log a \right]
\]

etc are members of the proposed family of estimators \( \hat{y}_F \), where \( \alpha \) and \( \beta \) are suitably chosen constants. The biases and mean squared errors of the estimators \( \hat{y}_{L(j)}, j = 1 \text{ to } 7 \) can be easily obtained from (8.7) and (8.10) just by putting the suitable values of the derivatives \( L_2 (Z), L_3 (Z), L_{22} (Z), L_{23} (Z), L_{33} (Z) \).

**Remark 9.2**

The following estimators:

\[
\hat{y}_{G1} = \hat{y}_r u^\alpha b^\beta, \quad \hat{y}_{G2} = \hat{y}_r \left[ 1 + \alpha (v - 1) / (1 - \beta (b - 1)) \right] \hat{y}_{G3} = \hat{y}_r \left[ 1 + \alpha (v - 1) + \beta (b - 1) \right]
\]

\[
\hat{y}_{G4} = \hat{y}_r \left[ 1 - \alpha (v - 1) - \beta (b - 1) \right] \hat{y}_{G5} = \hat{y}_r \left[ 1 + \alpha (v - 1) - \beta (b - 1) \right]
\]

\[
\hat{y}_{G6} = \hat{y}_r \exp \left[ \alpha (v - 1) + \beta (b - 1) \right], \quad \hat{y}_{G7} = \hat{y}_r \exp \left[ \alpha \log v + \beta \log b \right]
\]

etc are members of the family of estimators \( \hat{y}_G \). The biases and mean squared errors of the estimators \( \hat{y}_{G(j)}, j = 1 \text{ to } 7 \) can be easily obtained from (9.8) and (9.11) just by putting the values of the derivatives \( G_2 (Z), G_3 (Z), G_{22} (Z), G_{23} (Z), G_{33} (Z) \).
Remark 9.3
The following estimators:
$$
\bar{y}_{H(j)} = \bar{y}_r w^{d_j} d^\beta, \quad \bar{y}_{G(2)} = \bar{y}_r [1 + \alpha (w-1)] / (1 - \beta (d-1)), \quad \bar{y}_{H(3)} = \bar{y}_r [1 + \alpha (w-1) + \beta (d-1)],
$$
$$
\bar{y}_{H(4)} = \bar{y}_r [1 - \alpha (w-1) - \beta (d-1)]^{-1}, \quad \bar{y}_{H(5)} = [\bar{y}_r + \alpha (w-1) + \beta (d-1)],
$$
$$
\bar{y}_{H(6)} = \bar{y}_r \exp[\alpha (w-1) + \beta (d-1)], \quad \bar{y}_{H(7)} = \bar{y}_r \exp[\alpha \log w + \beta \log d],
$$
etc members of the family of estimators $$\bar{y}_H$$. The biases and mean squared errors of the estimators $$\bar{y}_{H(j)}, j = 1 \to 7$$ can be easily obtained from (9.9) and (9.12) just by putting the values of the derivatives $$H_2(Z), H_3(Z), H_{22}(Z), H_{23}(Z), H_{33}(Z)$$.

It is to be mentioned that the families of estimators $$\bar{y}_r, \bar{y}_G$$ and $$\bar{y}_H$$ are very large. If the parameters in $$F(\bar{y}_r, u, a), G(\bar{y}_r, v, b)$$ and $$H(\bar{y}_r, w, d)$$ are so chosen that they satisfy (9.13), (9.14) and (9.15) respectively, the resulting estimators will have mean squared errors given by (9.16), (9.17) and (9.18).

10. Estimators Based on Estimated Optimum Values

The optimum values of $$L_2(Z), L_3(Z)$$ given by (9.13) can be expressed as
$$
\hat{w} = \left( X/S_{x(r)}^2 \right) \left( \mu_{l2} \mu_{03} - \mu_{l1} \mu_{04} - s_{x(t)}^2 \right) / \left( \mu_{04} - s_{x(t)} \mu_{03} - s_{x(t)}^2 \right)
$$
$$
\hat{\theta} = \left( \mu_{l1} \mu_{03} - s_{x(t)}^2 \right) / \left( \mu_{04} - s_{x(t)} \mu_{03} - s_{x(t)}^2 \right)
$$

In practice the exact values of $$\hat{w}$$ and $$\hat{\theta}$$ or the guessed values of $$\hat{w}$$ and $$\hat{\theta}$$ closer to exact values of $$\hat{w}$$ and $$\hat{\theta}$$ may be rarely known in practice, hence it is advisable to replace them by their estimates from sample values. The consistent estimates of $$\hat{w}$$ and $$\hat{\theta}$$ are respectively given by
$$
\hat{w} = \left( X/S_{x(r)}^2 \right) \left( \hat{\mu}_{l2} \hat{\mu}_{03} - \hat{\mu}_{l1} \hat{\mu}_{04} - s_{x(t)}^2 \right) / \left( \hat{\mu}_{04} - s_{x(t)} \hat{\mu}_{03} - s_{x(t)}^2 \right)
$$
$$
\hat{\theta} = \left( \hat{\mu}_{l1} \hat{\mu}_{03} - s_{x(t)}^2 \right) / \left( \hat{\mu}_{04} - s_{x(t)} \hat{\mu}_{03} - s_{x(t)}^2 \right)
$$

where $$\hat{\mu}_{pq} = (1/r) \sum_{i=1}^r \left( y_i - \bar{y}_r \right)^p \left( x_i - \bar{x}_r \right)^q, (p, q)$$ being non-negative integers.

Thus the imputation methods based on estimated optimum values $$(\hat{w}, \hat{\theta})$$ of $$(w, \theta)$$ are given by
$$
\gamma_{r,ni} = \left\{ \begin{array}{ll}
\gamma_{r,ni} & \text{if} \quad i \in D \\
\gamma_{r,ni}^c & \text{if} \quad i \in D^c
\end{array} \right.
$$

and
$$
\gamma_{G,ni} = \left\{ \begin{array}{ll}
\gamma_{G,ni} & \text{if} \quad i \in D \\
\gamma_{G,ni}^c & \text{if} \quad i \in D^c
\end{array} \right.
$$

where $L^* (\bar{y}_r, u, a, \psi, \theta), G^* (\bar{y}_r, v, b, \psi, \theta)$ and $H^* (\bar{y}_r, w, d, \psi, \theta)$ are the functions of $$(\bar{y}_r, u, a, \psi, \theta), (\bar{y}_r, v, b, \psi, \theta)$$ and $$(\bar{y}_r, w, d, \psi, \theta)$$ respectively such that
$$
L^*(J) = G^*(J) = H^*(J) = \bar{Y} \Rightarrow L^*(J) = G^*(J) = H^*(J) = 1
$$
$$
$$
$$
L^*(J) = G^*(J) = H^*(J) = 0
$$

where $J = (\bar{y}_r, 1, 1, \psi, \theta)$,
$$
\frac{\partial L^*(J)}{\partial \psi}, \frac{\partial L^*(J)}{\partial \theta}, \frac{\partial G^*(J)}{\partial \psi}, \frac{\partial G^*(J)}{\partial \theta}, \frac{\partial H^*(J)}{\partial \psi}, \frac{\partial H^*(J)}{\partial \theta}
$$

Under the imputation methods (10.3), (10.4) and (10.5) the point estimators of the population mean $Y$ as
$$
\overline{\gamma}_L = L^*(\bar{y}_r, u, a, \psi, \theta)
$$
$$
\overline{\gamma}_G^* = G^*(\bar{y}_r, v, b, \psi, \theta)
$$
\[ \bar{y}_{H^*} = H^* (\bar{y}_r, w, d, \hat{\psi}, \hat{\theta}) \] (10.9)

It can be shown to the first degree of approximation that
\[ \text{MSE}(\bar{y}_{L^*}) = \frac{S_2^2}{n} \left\{ \frac{1}{r} - \frac{1}{n} \right\} \left( \rho_n^2 + \Delta \right) = \text{min.MSE}(\bar{y}_L), \] (10.10)
\[ \text{MSE}(\bar{y}_{G^*}) = \left\{ \frac{S_2^2}{n} \left\{ \frac{1}{r} - \frac{1}{n} \right\} \right\} \left( \rho_n^2 + \Delta \right) = \text{min.MSE}(\bar{y}_G). \] (10.11)
\[ \text{MSE}(\bar{y}_{H^*}) = \left\{ \frac{S_2^2}{n} \frac{1}{r} - \left( \rho_n^2 + \Delta \right) \right\} = \text{min.MSE}(\bar{y}_H). \] (10.12)

11. Efficiency Comparisons

From (10.10) and (10.11) we have
\[ \text{MSE}(\bar{y}_{L^*}) - \text{MSE}(\bar{y}_{H^*}) = \text{min.MSE}(\bar{y}_L) - \text{min.MSE}(\bar{y}_H), \] which is less than zero if
\[ r < \left( \frac{n}{2} \right). \] (11.1)

From (10.10), (10.11) and (10.12) we have
\[ \text{MSE}(\bar{y}_{L^*}) - \text{MSE}(\bar{y}_{H^*}) = \left\{ \text{min.MSE}(\bar{y}_L) - \text{min.MSE}(\bar{y}_H) \right\} \]
\[ = \left\{ \left( \frac{1}{r} - \frac{1}{n} \right) \rho_n^2 + \Delta \right\} \geq 0, \] (11.2)
\[ \text{MSE}(\bar{y}_{G^*}) - \text{MSE}(\bar{y}_{H^*}) = \left\{ \text{min.MSE}(\bar{y}_G) - \text{min.MSE}(\bar{y}_H) \right\} \]
\[ = \left( \frac{S_2^2}{n} \frac{1}{r} - \rho_n^2 + \Delta \right) \geq 0. \] (11.3)

From (11.2) and (11.3) it follows that the proposed family of estimators \( \bar{y}_{H^*} \) (or \( \bar{y}_H \)) is better than \( \bar{y}_{G^*} \) (or \( \bar{y}_G \)). Thus the family of estimators \( \bar{y}_{H^*} \) (or \( \bar{y}_H \)) is the best estimator among the families of estimators \( \bar{y}_p^* \) (or \( \bar{y}_P \)), \( \bar{y}_g^* \) (or \( \bar{y}_G \)), \( \bar{y}_h^* \) (or \( \bar{y}_H \)), \( \bar{y}_l^* \) (or \( \bar{y}_L \)), \( \bar{y}_g^* \) (or \( \bar{y}_G \)) and \( \bar{y}_h^* \) (or \( \bar{y}_H \)).

12. Conclusion

The proposed generalized procedure of imputation methods are theoretically sound and of notable importance. It covers imputation methods reported by Singh and Horn (2000), Ahmed et al (2000). Shukla and Thakur (2008) and Pandey et al (2015) and their point estimators of the population mean. The suggested imputation methods in (8.1) (or (10.3)), (8.2) (or (10.4)) and (8.3) (or (10.5)) would be worth using when the relationship between study variate \( y \) and the auxiliary variate \( x \) is markedly non-linear and \( (\beta_1(x) - \beta_1 - 1) \) is small. From the biases and MSES of the resulting families of estimators \( \bar{y}_y \) (or \( \bar{y}_Y \)), \( \bar{y}_l \) (or \( \bar{y}_L \)), \( \bar{y}_h \) (or \( \bar{y}_H \)), \( \bar{y}_G \) (or \( \bar{y}_G \)) and \( \bar{y}_H \) (or \( \bar{y}_H \)) of the proposed imputation methods, the biases and MSES of any estimator belonging to these families of estimators can be easily obtained just by inserting the suitable values of the derivatives. Thus the envisaged procedure of imputation unifies several results. It is further noted that the suggested imputation methods and the resulting families of estimators \( \bar{y}_L \) (or \( \bar{y}_L \)), \( \bar{y}_L \) (or \( \bar{y}_G \)) and \( \bar{y}_H \) (or \( \bar{y}_H \)) are more efficient than those considered by Singh and Horn (2000), Ahmed et al (2006), Shukla and Thakur (2008) and Pandey et al (2015). So the envisaged imputation procedures \( \bar{y}_y \) (or \( \bar{y}_Y \)), \( \bar{y}_l \) (or \( \bar{y}_L \)), \( \bar{y}_h \) (or \( \bar{y}_H \)), \( \bar{y}_g \) (or \( \bar{y}_G \)) and \( \bar{y}_H \) (or \( \bar{y}_H \)) are put forward for their use in practice.
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