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ABSTRACT

Due to the wide acceptability of the industry for cloud computing, variety of applications are designed targeting to cloud platform which makes efficient load balancing a major bottleneck for the above. To improve the efficiency of the cloud platform, a judicial distribution of workload among the available resources needs to be ensured. To share the workload in an effective way, a proper load balancing strategy is important. This strategy comprises of information policy, triggering policy, resource type policy and selection policy. Since cloud applications are running in a distributed scenario, through this paper, researcher suggests a selection policy for load balancer in a distributed environment.

Introduction

Software Applications have taken a lead position in the field of Information Technology to reduce the human workload. In the case of distributed applications, the scalability of the application is a matter of concern in the present dynamic scenario. The fast developments in computing resources have reduced the cost of hardware and increased the processing capability of the system remarkably. Still hosting a distributed application in a high end system is not recommended due to many reasons. When there is a huge hit in the application which is beyond the limit of the system, there is no way to scale it. Moreover when the usage of the application is minimum, the entire infrastructure is underutilised.

Cloud computing is an online service model by which the providers use a metered payment plan to provide internet services as well as the dynamic scale of the resources to improve the performance. An alternative scenario is to get the service from a third-party cloud provider in which the organization’s requirements will be taken care by the providers. New machine instances can be obtained from the cloud providers using a metered payment plan. This approach allows organizations to gain computing power on demand without the need to maintain hardware [3].

With the rapid expansion of the industry [4], service providers are building new data centers, augmenting the existing infrastructure to meet the increasing demand. Many of the existing applications today really don’t require a dedicated infrastructure for the entire application to run. Some of the applications like, Online voting, Online auctioning, flash crowds [5] etc. needs the infrastructure for a specific time period. After the time period, the allotted resources can be rescheduled for other applications in need. So instead of owing a complete infrastructure for hosting such applications, it is better to move such applications into a cloud environment. The entire security of the application will be taken care by the cloud providers. When we move the application to the cloud environment, the main concern is security and scalability. A good designed load balancer can effectively scale it up or down the resources as per the requirements. Identifying the task which is to be migrated during a load balancing process is extremely important to decide the performance of the load balancer. Since the task of rescheduling can bring a lot more internal overheads, it is important to have a minimum overheads in an efficient load balancer during the task migration. The algorithm suggested in this paper for selection policy is designed by keeping Software as a Service platform of cloud computing in mind.

The rest of the paper is organized as follows. In Section II, the authors describe the load balancing problem Section III briefs out the proposed algorithm for triggering a load balancing algorithm. In Section IV, we present the experiment results and section V deals with the conclusion of the work.

Load Balancing Problem

Resource Management and workload distribution are the two main functions of any distributed systems. Workload needs to be evenly shared among the resources to improve the global throughput of these systems. Load balancing problem has been discussed in traditional distributed systems literature for more than two decades. Various algorithms, strategies and policies have been proposed, implemented and classified [6]. There are
two types of Load Balancing Algorithms: static and dynamic. In static algorithms, load balancing decisions are taken at the time of compilation so that the resource requirements are estimated in advance. Where as in Dynamic load balancing algorithms, decisions related to load balancing are taken at the run time after analysing a number of load factors. Load balancing algorithms can be defined by their implementation of the following policies [7]:

a. Information policy: Decide what workload information to be collected, from where it is to be collected and When should collect.
b. Triggering policy: determine the appropriate period to start a load balancing operation.
c. Resource type policy: classifies a resource as server or receiver of tasks according to its availability status.
d. Selection policy: defines the tasks that should be migrated from overloaded resources (source) to most idle resources (receiver).

The paper focuses on to propose a strategy to identify the task to be rescheduled in case of a load unbalance. An algorithm is suggested to identify the over loaded application which in turn needs to be migrated to a new node for stabilising the load of the current node.

**Load Calculation**

No standardized methods are discussed in the literature to calculate the load of a system. T.F Adbelzaher thinks that load is mainly related to the number of requests and bandwidth [8]. Various load parameters have been discussed in the literature such as CPU queue length, CPU utilization, Load on memory, Load on physical disc reading, load on physical disc writing, number of active connections, network bandwidth etc.

Let n is the number of parameters considered for finding the load occupied by an application i, p1,p2,p3...pn are the load on parameter 1,2,3..n. Then Loadi (of application i) can be calculated as

\[ \text{Load}_i = [r_1, r_2, r_3, r_4, ..., r_n] \]

Where \( s = [r_1, r_2, r_3, ..., r_n] \) is a set of constants.[9]

The value of these variables varies depends up on the type of load parameter.

**Proposed Algorithm**

A typical cloud system consists of a large number of worker nodes located in one place or distributed in different geographical locations which can be interconnected and virtualised to get a massive capacity in terms of CPU, memory, bandwidth, and storage. Each worker node possesses an initial load, which represents an amount of work to be performed, and may have a different processing capacity. To minimize the time needed to perform all tasks, the workload has to be evenly distributed over all nodes which are based on their processing capabilities. This is where the need of load balancing is arising. The load balancing problem is closely related to scheduling and resource allocation. A proper load balancer evenly distributes workload among the available resources in a system to optimize the average response time of the applications [10].

Even though an efficient load balancer optimise the average response time, the strategy for identifying the task which is to be migrated to the new node in case there is a load imbalance is also equally important to decide the performance. A load balancer can act in a centralised environment and in a distributed environment. In centralised environment, the resource request first comes to load balancer and the load balancer will schedule the load after seeing the load of connected systems. In a distributed environment, the resource request will be randomly assigned to any node and when the node exceeds its limit will invoke the load balancer to redistribute the load to the other nodes. The algorithm suggested in this paper invoke the load balancer in a distributed environment.

As per equation (1), the load of a particular node is the sum of the load of all the applications running on the specific node. In normal cases, the sum of the loads of all the applications will be within the peak threshold value, PT, of the node. But sometimes the application’s requirements will change drastically which will lead to a load imbalance. In such cases, the application needs to be migrated to a new node in order to fulfil its requirements as well as to stabilise the load. The proposed algorithm for selecting the resource is given below.

The following notations are used in the algorithm

- **MTL**- Minimum Threshold Load, **PTL** – Peak Threshold Load, **N**- total no. of load parameters such as cpu load memory load ect...
- **TNA**- Total No. of Applications running in the node, I – varies from 1 to TNA, **LoadI** – Load of application I, **HL**- Application with Highest Load.

1. Calculate the values of MTL and PTL of each node using equation (1)
2. Find the load of the application I on each parameter from 1 to N
3. Calculate LoadI using equation(1) by substituting proper values for r1,r2,r3...rn
4. Repeat steps 3 and 4 for finding the LoadI of each application running in the specified node where I varies from 1 to TNA with suitable values for r1,r2,r3...rn
5. Find the Mean M1 of the loads from 1 to TNA applications and the mean M2 of the loads, by exempting the load of the highest loaded application from 1 to TNA
6. If (MTL+M2) < PTL and (MTL+M)>PT
   Migrate the application with load HL to a new node

**Experiments and Results**

Experiment is conducted on a system having the following configuration Pentium® Dual- Core CPU T4200 @ 2.00Ghz 2.00GHz, Memory 2GB, Operating System 32 bit. Five applications having different complexity being developed and each application is tested individually to find out the load variation in different parameters. Each application is designed to run in a different thread and in every 1 Mille Second the system load consists of different parameters such as CPU load, Memory Load, Physical disc read and Physical Disk Write Load is calculated. Data collected for 100000 Mille Seconds was written to an Excel Sheet and the average value of the load factors calculated for each application.

**Experimental Result Analysis**

The experiment is conducted for different no of parameters and the observation result is summarized below.

**For Two Parameters**

Two parameters such as load on CPU and load on Disk Read operation is tested individually on 5 different applications and Table1 shows the calculated Load of different applications when the values of r1=r2=.5. Figure 1 shows the corresponding graph.
From the graph, the load of application 5 gone to extreme value which will result in to a high value in the mean $M$. If the $MTL + M$ value exceeds the $PTL$, then application 5 needs to be migrated to a new node.

**For 3 parameters**

In this experiment, three load parameters, Load on CPU, Load on disk read operation and Load on disk write operation, tested in 5 different applications.
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Each application is having a very high volume of disk read operation which is considered during the load calculation by giving a higher value to the constant $r_3$. Table 2 shows the average values of load on these parameters and the overall system load. From the graph shown in Figure 2, the variation of load on different applications is minimum. In this case the mean $M_1$ and $M_2$ will be almost same which indicate that the node will be maintaining the load balancing among the running applications. In case a load imbalance then application 4 will be taken out.

**For 4 parameters**

The parameters such as CPU load, Memory Load, Disk read operation and Disk write operation are tested across all five applications with an interval of 1 millisecond and sample data is collected for 100000 millisecond. From the sample data, the average values of CPU load, memory load, Load on disk read and Load on disk write is calculated for each application which is summarised in Table 3 along with the overall load of the system. From graph shown in Figure 3, it is clear that the load requirements of different applications are almost same which means not much variation in the values of $M_1$ and $M_2$. In case of a load unbalance, application 4 needs to be transferred to a new node to make the current node stable.
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Conclusion

The paper addressed the problem of load balancing in cloud environments and the importance of having an effective selection policy to improve the performance of the load balancer. The algorithm is suggested by keeping in mind the distributed nature of cloud platform. Work load balancing is a major research challenge in the Cloud computing domain, we hope that the approach discussed in this paper for selecting a task for migration, in case of a load imbalance will definitely improve the performance of Cloud Computing.
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