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ABSTRACT
Many researchers have carried out research on students’ academic performances in the University system, but there is dearth of information about models which focus on the relationship between students pre and post admission performances. This paper was therefore designed to model relationship between students’ pre and post admission performances. Information on pre admission performances (Olevel, Jamb and Post-Jamb results) and post-admission performances (100L – 400L results) of students’ in Statistics Department, Federal University of Agriculture, Abeokuta, Ogun State, Nigeria was collected from students’ file. Correlation matrix and Canonical Correlation analysis were used to know the degree of relationship that exists between the pre and post admission performances. The principal component analysis was employed to reduce the multidimensional data. Scree plot was used to determine the spread of the trend of the components and bi plot was used to determine the degree of closeness of the students’ pre and post admission performances. There is no relationship between pre and post admission performances. Also, no strong relationship among pre admission performances, while the relationship among post admission performances is very high. Post admission performances are highly related to students’ CGPA. The proportion of variance accounted for by the first, second and third principal Components are 50.7542%, 16.5712% and 15.6224% respectively with cumulative proportion of 82.95%. The first, second and third components are chosen. The seven components were reduced to three. Post admission performances are closely related and stand as the determinant of students’ class of degree.
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Introduction
Models of school differences in educational achievement typically assess the progress that pupils make between two test occasions and attempt to assess the extent to which variation between pupils is attributable to differences between schools. These models are referred to as value added models and the current preferred practice is estimation using multilevel models (Aitkin and Longford 1986, Raudenbush and Bryk 1986 and Goldstein et al 1993. Students mobility and neighbourhood effects are often discussed as important potential influences on educational achievement (Office for Standards in Education 2002, Department of Education and Science 2003, Association of London Government 2005, Greater London Authority 2005. Where studies look at the effect of whether a pupil has moved schools or not they find an overall negative association (Yang et al 1999), but this has not been explored for different types and timings of moves. Goldstein et al 2007 treated pupils as belonging to only their final schools and ignore the contribution of earlier schools that were attended. The studies that have looked for neighbourhood effects on education achievement have not been able additionally to model pupil movements (Garner and Raudenbush 1991, Fielding et al 2006). Research into pupil mobility has been held back by both a lack of data on pupil movements and also by the absence of appropriate methodology. The recently established national pupil data base in England and the development of cross-classified and multiple-membership multilevel models now make it possible to analyse a wide range of complex non-hierarchical data structures in models of educational achievement (Fielding and Goldstein 2006, Rasbash and Browne 2001, 2008)

Methodology
Principal Component Analysis
Suppose that x is a vector of p random variables, and that variances of the p random variables and the structure is very simple, it will often not be very helpful to simply look at the p variances and all of the correlations and covariance. An alternative approach is to look for a few (<p) derived variables that preserve most of the information given by these variances, correlations and covariance.

Although principal component analysis does not ignore correlations and covariance, it concentrates on variances. The first step is to look for a linear function α†x of the elements of x having maximum variance where αj is a vector of p constants α1j, α2j,..., αpj and (†) denote the transpose, so that

\[ \alpha_{1} = \alpha_{11}x_{1} + \alpha_{12}x_{2} + \ldots + \alpha_{1p}x_{p} = \sum_{j=1}^{p} \alpha_{1j}x_{j} \]
Then we look for a linear function $a_i^j x$, uncorrelated with the $a_i^j x$, having maximum variances, and so on, so that the $k^{th}$ stage linear function of $a_i^j x$ is found that has maximum variance subject to being uncorrelated with $a_i^j x, a_2^j x, \ldots, a_k^j x$. The $k^{th}$ derived variable $a_i^k x$ is the $k^{th}$ principal component up to $p$ PC could be found, but it is hoped that in general, that most of the variation of $x$ will be accounted for by $m$ PCs, where $m<p$, the reduction is complexity achieved by transforming the original variable to PCs.

Consider for the moment, the case where the vector of random variables $x$ has a known covariance matrix $\Sigma$. This is a matrix whose $(i,j)^{th}$ element is known, covariance between $i^{th}$ and $j^{th}$ element of $x$ when $i \neq j$, the variance of the $j^{th}$ element of $x$ when $i = j$.

To derive the PC using first $a_i^j x$, the vector $a_i$ maximizes

$$\text{var}(a_i^j x) = \sum (a_i^j x - \lambda a_i x)^2$$

the standard approach is to use the technique LaGrange Multiplier. Differentiation with respect to $a_i^j x$ gives

$$\sum (a_i^j x - \lambda a_i x) = (\sum - \lambda l_p) a_i = 0.$$  

$l_p$ is the $(p \times p)$ identity matrix. Thus, $\lambda$ is an eigenvalue of $\Sigma$ and $a_i$ is the corresponding eigenvector. To decide which of the $p$ eigenvectors gives $a_i^j x$ with maximum variance, we should know that the quantity to be maximized is $\text{var}(a_i^j x, \lambda a_i x) = \lambda a_i^j x = \lambda a_i x$. So $\lambda$ must be as large as possible. Thus, $a_i$ is the eigenvector corresponding to the largest value of $\Sigma$ and $\text{var}(a_i^j x) = a_i^j x \lambda a_i x = \lambda a_i x$ which is the largest eigen-value. The second PC, $a_i^j x$, maximizes $a_i^j x \lambda a_i x$ subject to the uncorrelated matrix with $a_i^j x$, or equivalently subject to $\text{cov}(a_i^j x, a_i^j x) = 0$, where $\text{cov}(x,y)$ denotes the covariance between random variable $x$ and $y$.

But

$$\text{cov}(a_i^j x, a_i^j x) = a_i^j x \lambda a_i x = a_i^j x \lambda a_i x = a_i^j x \lambda a_i x = a_i x \lambda a_i x = \lambda a_i x$$

Thus, any of the equations

$$a_i^j x = 0, \quad a_i^j x = 0, \quad a_i^j x = 0, \quad a_i^j x = 0$$

Could be used to specify zero correlation between $a_i^j x$ and $a_i^j x$. Choosing the last of these equations, and noting that a normalization constraint is necessary, the quantity to be maximized is

$$a_i^j x \lambda a_i x - \phi a_i x = \lambda a_i x,$$

where $\lambda$ and $\phi$ are LaGrange Multipliers.

Differentiating with respect to $a_2^j x$ gives $\sum a_i^j x - \lambda a_2^j x - \phi a_2^j x = 0$ and multiplying this equation on the left by $a_2^j x$ gives

$$a_2^j x \sum a_i^j x - \lambda a_2^j x - \phi a_2^j x = 0$$

which since the first two terms are zero and $a_1 x a_1 x = 1$ reduces to $\phi = 0$. Therefore

$$\sum (a_i^j x - \lambda a_2^j x) a_i x = 0$$

is once more eigenvalue of $\Sigma$ and $a_2^j x$ the corresponding eigenvector.

**Biplots**

Biplots similarly provide plots of the $n$ observations, but simultaneously they give plots of the relative positions of the $p$ variables in two dimensions. Furthermore, superimposing the two types of plots provides additional information about relationships between variables and observations not available in either individual plot.

**Eigen Value And Eigen Vector**

For a square matrix $A$ of order $n$ the scalar $\lambda$ is said to be the eigenvalue (or characteristic root or simply a root) of $A$ if $A - \lambda I_n$ is singular. Hence the determinant of $A - \lambda I_n$ must equal zero

$$|A - \lambda I_n| = 0 \quad (1)$$

Equation (1) is called the characteristic or eigenequation of the square matrix $A$ and is an $n$-degree polynomial in $\lambda$ with eigenvalues (characteristic roots) $\lambda_1, \lambda_2, \ldots, \lambda_n$. If some subset of the roots are equal, say $\lambda_1=\lambda_2=\cdots=\lambda_m$, where $m < n$, then the root is said to have multiplicity $m$.

Hence, there exist nonzero vectors $p_i$ such that

$$(A - \lambda I_n) p_i = 0 \quad \text{for} \quad i = 1, 2, \ldots, n \quad (2)$$

The vectors $p_i$ which satisfy (2) are called the eigenvectors or characteristic vectors of the eigenvalues or roots $\lambda_i$. 
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**Canonical Correlation Analysis (CCA)**

Canonical correlation analysis studies the relationship between a set of predictor (independent) variables and a set of criterion (dependent) variables or between two pairs of vectors. If we have \( p \) predictor variables \((X)'s\) and \( q \) criterion variables \((Y)'s\) and if \( p \geq q \), then the partitioned covariance matrix is shown in the following figure.

\[
\mathbf{C} = \begin{bmatrix}
\mathbf{C}_{XX} & \mathbf{C}_{XY} \\
\mathbf{C}_{YX} & \mathbf{C}_{YY}
\end{bmatrix}
\]

The problem is to find a vector \( a \) and vector \( b \) such that the correlation between \( \mathbf{a}^T X \) and \( \mathbf{b}^T Y \) (canonical variates—new variables that are obtained by using linear combinations of the original variables) is maximal.

\[
\gamma(\mathbf{a}^T X, \mathbf{b}^T Y) = \frac{\mathbf{a}^T \mathbf{C}_{XY} \mathbf{b}}{\sqrt{\mathbf{a}^T \mathbf{C}_{XX} \mathbf{a} \mathbf{b}^T \mathbf{C}_{YY} \mathbf{b}}}
\]

Where \( \mathbf{C}_{XY} \) between set covariance matrix

\( \mathbf{C}_{XX} = \) covariance matrix of variables \((p \times p)\)

\( \mathbf{C}_{YY} = \) covariance matrix of variables \((q \times q)\)

The problem is to maximize \( \gamma(\mathbf{a}^T X, \mathbf{b}^T Y) \) such that \( \mathbf{a}^T \mathbf{C}_{XX} \mathbf{a} = 1 \) and \( \mathbf{b}^T \mathbf{C}_{YY} b = 1 \) (constraints).

This reduces to a problem of solving the following canonical equations:

\[
\mathbf{C}_{XX} \mathbf{a} - \lambda \mathbf{I}_p \mathbf{a} = 0 \quad \text{where} \quad \mathbf{a} \quad \text{and} \quad \mathbf{b} \quad \text{are column vectors} \quad (p \times 1); \quad \mathbf{I}_p \quad \text{is the identity matrix of size} \quad p \times p; \quad \lambda \quad \text{is an eigenvalue (a single value,} \quad 1 \times 1) \quad \text{starting with the largest one}; \quad \text{and} \quad \mathbf{C}_{XX} \mathbf{b} - \lambda \mathbf{I}_q \mathbf{b} = 0 \quad \text{where} \quad \mathbf{a} \quad \text{and} \quad \mathbf{b} \quad \text{are column vectors} \quad (q \times 1); \quad \mathbf{I}_q \quad \text{is the identity matrix identity matrix of size} \quad q \times q \}; \lambda;

And

\[
\mathbf{C}_{YY} \mathbf{b} = \mathbf{b} \quad \text{and} \quad \mathbf{C}_{YY} \mathbf{b} = \mathbf{b}
\]

If we standardize the variables (note: cannot do this is some of the variables are dummy variables representing nominal or ordinal variables), then the equations could be expressed in terms of the correlation matrices:

\[
\mathbf{R}_{XX} \mathbf{a} - \lambda \mathbf{I}_p \mathbf{a} = 0 \quad \text{and} \quad \mathbf{R}_{YY} \mathbf{b} = \mathbf{b}
\]

And

\[
\begin{vmatrix}
\mathbf{R}_{XX} \mathbf{a} - \lambda \mathbf{I}_p \\
\mathbf{R}_{YY} \mathbf{b}
\end{vmatrix} = 0
\]

The eigenvalues of these equations are the **squared canonical correlation coefficients**. This is similar to the coefficient of determination \((R^2)\) value for multiple linear regression analysis. The eigenvectors associated with the eigenvalues are the vectors of coefficients \( a \) and \( b \) called **canonical weights**.

At most \( p \) (since \( q \leq p \)) canonical variates can be extracted. Successive canonical variates extracted have canonical correlations decreasing in magnitude and are uncorrelated with each other.

**Discussion of results**

There is no relationship between pre admission performance (Olevel, JAMB and Post JAMB) and post admission performance (100L, 200L, 300L and 400L performances). Similarly for relationship among pre admission performances, while the relationship among post admission performances is positive and strong. Post admission performances are strongly related to the CGPA of the students, while pre admission performances are not (From table 1)
The proportion of variance accounted for by the first, second and third principal Components are 50.7542%, 16.5712% and 15.6224% respectively with cumulative proportion of 82.95%. This implies that the first, second and third principal components are sufficient to explain the students’ CGPA (From table 2)

Figure 1: Pair plot of the principal components

Figure 2: Scree Plot Of The Principal Components

Figure 3. Principal Components Bar Chat
Table 1: Correlation Matrix

<table>
<thead>
<tr>
<th></th>
<th>Olevel</th>
<th>JAMB</th>
<th>P.JAMB</th>
<th>100L</th>
<th>200L</th>
<th>300L</th>
<th>400L</th>
<th>CGPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Olevel</td>
<td>1.0000</td>
<td>0.1107</td>
<td>0.1502</td>
<td>0.0699</td>
<td>-0.0554</td>
<td>0.0778</td>
<td>0.0877</td>
<td>-0.0081</td>
</tr>
<tr>
<td>JAMB</td>
<td>1.0000</td>
<td>-0.3867</td>
<td>0.2082</td>
<td>-0.1867</td>
<td>-0.3083</td>
<td>-0.2286</td>
<td>-0.2707</td>
<td></td>
</tr>
<tr>
<td>P.JAMB</td>
<td>1.0000</td>
<td>0.3014</td>
<td>0.3193</td>
<td>-0.3083</td>
<td>-0.1673</td>
<td>0.3036</td>
<td>0.3036</td>
<td></td>
</tr>
<tr>
<td>100L</td>
<td>1.0000</td>
<td>0.8196</td>
<td>0.7084</td>
<td>0.7145</td>
<td>0.8611</td>
<td>0.8611</td>
<td>0.8611</td>
<td></td>
</tr>
<tr>
<td>200L</td>
<td>1.0000</td>
<td>0.8486</td>
<td>0.7565</td>
<td>0.9331</td>
<td>0.9331</td>
<td>0.9331</td>
<td>0.9331</td>
<td></td>
</tr>
<tr>
<td>300L</td>
<td>1.0000</td>
<td>0.7748</td>
<td>0.9439</td>
<td>0.9439</td>
<td>0.9439</td>
<td>0.9439</td>
<td>0.9439</td>
<td></td>
</tr>
<tr>
<td>400L</td>
<td>1.0000</td>
<td>0.8892</td>
<td>0.8892</td>
<td>0.8892</td>
<td>0.8892</td>
<td>0.8892</td>
<td>0.8892</td>
<td></td>
</tr>
<tr>
<td>CGPA</td>
<td>1.0000</td>
<td>0.8923</td>
<td>0.8923</td>
<td>0.8923</td>
<td>0.8923</td>
<td>0.8923</td>
<td>0.8923</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Principal Component Analysis

<table>
<thead>
<tr>
<th></th>
<th>Comp.1</th>
<th>Comp.2</th>
<th>Comp.3</th>
<th>Comp.4</th>
<th>Comp.5</th>
<th>Comp.6</th>
<th>Comp.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard deviation</td>
<td>1.8848</td>
<td>0.0770</td>
<td>0.0457</td>
<td>0.7669</td>
<td>0.5425</td>
<td>0.4488</td>
<td>0.3317</td>
</tr>
<tr>
<td>Proportion of Variance</td>
<td>0.5075</td>
<td>0.1657</td>
<td>0.1562</td>
<td>0.0840</td>
<td>0.0420</td>
<td>0.0287</td>
<td>0.0156</td>
</tr>
<tr>
<td>Cumulative Proportion</td>
<td>0.5075</td>
<td>0.6733</td>
<td>0.8294</td>
<td>0.9135</td>
<td>0.9555</td>
<td>0.9843</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

Table 3: Significant Loading Of The Principal Components

<table>
<thead>
<tr>
<th></th>
<th>Component 1</th>
<th>Component 2</th>
<th>Component 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLEVEL</td>
<td>0.918</td>
<td>-0.315</td>
<td></td>
</tr>
<tr>
<td>JAMB</td>
<td>0.209</td>
<td>-0.664</td>
<td>0.304</td>
</tr>
<tr>
<td>POST JAMB</td>
<td>-0.237</td>
<td>0.666</td>
<td>0.196</td>
</tr>
<tr>
<td>100L</td>
<td>-0.465</td>
<td>-0.139</td>
<td></td>
</tr>
<tr>
<td>200L</td>
<td>-0.490</td>
<td></td>
<td></td>
</tr>
<tr>
<td>300L</td>
<td>-0.484</td>
<td>-0.177</td>
<td>-0.106</td>
</tr>
<tr>
<td>400L</td>
<td>-0.457</td>
<td>-0.219</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1 shows the pair plot for the principal component analysis of the seven variables. It shows the degree of spread of the variables. The spread has its range from the negative to the positive values. From the Scree plot in figure 2, it shows that spread of the trend of the components. The best components are often greater or equals to 1. Hence, first, second and third components are chosen. Therefore, it reduced the seven components to three components. From figure 3, It is clearly shown that the first, second and third components are equal or greater than 1. So, they are the best components for the principal component analysis but the first component is the best component. The bi plot in figure 4 shows the degree of closeness of the students’ performance. It is observed that the 100L, 200L, 300L and 400L results are closely related and have strong degree of relationship.

From table 3, it also was observed that the best components to be chosen are the first, second and third components and this leads to the formulation of the PCA model below:

\[
\text{Comp1} = 0.209 JAMB - 0.237 P.JAMB - 0.465 \times 100L - 0.490 \times 200L - 0.484 \times 300L - 0.457 \times 400L \\
\text{Comp2} = 0.918 \text{Olevel} - 0.664 JAMB + 0.666 P.JAMB - 0.139 \times 100L - 0.177 \times 300L - 0.219 \times 400L \\
\text{Comp3} = -0.315 \text{Olevel} + 0.304 JAMB + 0.196 P.JAMB - 0.106 \times 300L
\]
Conclusion

There is no relationship between pre and post admission performances. Also, no strong relationship among pre admission performances, while the relationship among post admission performances is very high. Post admission performances are highly related to students’ CGPA. The proportion of variance accounted for by the first, second and third principal Components are 50.7542%, 16.5712% and 15.6224% respectively with cumulative proportion of 82.95%. The first, second and third components are chosen. Therefore, it reduced the seven components to three components. Post admission performances are closely related and stand as the determinant of students’ class of degree.
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