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ABSTRACT
To help the user to cope with such a variety of interfaces, instance types, and pricing models, cloud brokers have emerged as a powerful tool to serve as intermediary between end users and cloud providers. A cloud broker can provide a uniform interface independently of the particular cloud provider technology, can collect automatically information from providers (instance availability, prices, etc.), and can help cloud users to choose the right platforms when deploying their services across multiple clouds, also allowing them to switch between platforms to get the best conditions.

Introduction
The current cloud market is composed of several public cloud providers. These cloud providers and platforms exhibit many differences regarding the functionality and usability of exposed cloud interfaces, the methods for packaging and managing images, the types of instances offered, the level of customization allowed for these instances, the price and charging time periods for different instance types, the pricing models offered (e.g. on-demand, reserved, or spot prices), etc. The use of cloud computing technology has gained popularity in recent years, and many companies are currently moving their business to the cloud, by deploying their services and executing their workloads in private or public clouds according to the application requirements or the particular business models.

Important analysts such as Gartner have predicted an exciting opportunity for the figure of the Cloud Broker (CB). According to Gartner, a broker is any service company who, acting as an intermediary between users and providers of Cloud services, offers its expertise in the evaluation of the proposals that are best suited to user needs and in the subsequent adoption or development of new products based on them. Another business opportunity for Cloud operators derives from an actual limitation of most Cloud infrastructure and concerns the poor offer of Quality of Service (QoS) supplied.

The main opportunities that a cloud broker provides to cloud users are the following:
- Intermediation: building services atop an existing cloud platform, such as additional security or management capabilities.
- Aggregation: deploying customer services over multiple cloud platforms.
- Arbitrage: brokers supply flexibility, opportunistic choices, and foster competition between clouds. However, most current cloud brokers do not provide advanced service management capabilities to make automatic decisions, based on optimization algorithms, about how to select the optimal cloud to deploy a service, how to distribute optimally the different components of a service among different clouds, or even when to move a given service component from one cloud to another to satisfy some optimization criteria. So, an open research line in cloud brokering is the integration of different placement algorithms and policies in the broker for optimal deploying of virtual services among multiple clouds, based on different optimization criteria, for example cost optimization, performance optimization, energy efficiency, etc.

Several research works in the field have studied how to take advantage of cloud brokering features under static conditions, e.g. when provider and user conditions do not change. These works reveal optimal deployments in several use cases, such as price optimization, scheduling the virtual infrastructure once and deploying it in the best providers. But when the virtual infrastructure life-time is long enough, cloud provider conditions can change (e.g. prices), so it is necessary to analyse how to optimally reconfigure the service to adapt it to new situations. In dynamic scenarios, e.g. if a new cloud provider appears, an instance type is retired/added from/to the cloud market, the user needs change, or prices change along the time-line, it is possible to obtain a better placement of the resources by reallocating the current infrastructure to some different clouds. For instance, pricing schemes can differ by vendor, or even prices can vary dynamically based on current demand and supply (e.g. Amazon EC2 spot prices). These differences provide users the chance to compare providers and reduce their virtual infrastructure investment.

Cloud brokering mechanisms in multi provider
In the past few years, we have witnessed the proliferation of a heterogeneous ecosystem of cloud providers, each one with a different infrastructure offer and pricing policy. We explore this heterogeneity in a novel cloud brokering approach that optimizes placement of virtual infrastructures across multiple clouds and also abstracts the deployment and management of infrastructure components in these clouds. Experimental results confirm that multi-cloud deployment provides better performance and lower costs compared to the usage of a single cloud only.

As the cloud computing market grows and the number of IaaS providers increases, the market complexity is also increased as users have to deal with many different Virtual Machine (VM) types, pricing schemes, and cloud interfaces. In this context, the use of efficient cloud brokering mechanisms are essential to transform the heterogeneous cloud market into a commodity like service. These cloud brokers have a two folded role. First, they provide the scheduling mechanisms required to optimize placement of VMs amongst multiple clouds. Second, they offer a uniform management interface with operations, e.g., to deploy, monitor, and terminate VMs, with independence of the
particular cloud provider technology.

The scheduling mechanisms required to optimize selection of virtual resources, which can be independent or belong to a multi-component service, amongst different clouds must take into account requirements such as configuration of individual resources, aggregated service performance, total cost, etc. In addition, the user can specify constraints regarding load balancing, service configuration, etc., e.g., to avoid a given set of resources to be allocated in the same cloud (or in different clouds). The cloud scheduler finds an allocation of virtual resources among the different cloud providers (a deployment plan) that optimizes the user criteria and adheres to the placement constraints. It is important to note that we are implicitly considering the possibility of a hybrid deployment, i.e., the resources can be placed in different clouds. This multi-cloud setup can be suitable for deployment of independent virtual resources or for loosely-coupled multi-component services with no or weak communication requirements. In the case of tightly-coupled services with strong communication requirements or latency sensitive ones, the service configuration constraints should be used to guarantee single-cloud deployment.

Notably, another important task of a cloud broker is to provide a uniform management interface to deploy, pause, resume, shutdown, monitor, etc. VMs in any cloud, with independence of the particular provider technology. There is, despite multiple on-going efforts, currently no agreed-upon mechanism to interface with a cloud to perform these actions, but rather, each provider exposes its specific API. Thus, a cloud broker must, in order to interface multiple providers, use a software adapter layer to translate between generic management operations and provider-specific APIs.

In summary, our contributions are the following. We propose an architecture for cloud brokering and multi-cloud VM management. We also describe algorithms for optimized placement of applications in multi-cloud environments. Our placement model incorporates price and performance, as well as constraints in terms of hardware configuration, load balancing, etc. An evaluation against commercial clouds demonstrates that compared to single cloud deployment, our multi-cloud placement algorithms improve performance, lower costs, or provide a combination thereof.

In this paper we present a modular broker architecture that can work with different scheduling strategies for optimal deployment of virtual services across multiple clouds, based on different optimization criteria (e.g., cost optimization or performance optimization), different user constraints (e.g., budget, performance, instance types, placement, reallocation or load balancing constraints), and different environmental conditions (i.e., static vs. dynamic conditions, regarding instance prices, instance types, service workload, etc.).[2]

Cloud brokering architecture

Fig. 1 outlines the cloud brokering architecture used in this work and also illustrates the three roles in the herein studied cloud brokering scenario: the user, the cloud providers, and the cloud broker. A user of the cloud broker requests a virtual infrastructure using a service description template. This template consists of a set of virtual resources that may include compute, network and storage; an optimization criteria, e.g., the total infrastructure capacity, and a set of constraints, e.g., the maximum number of VMs of a certain type.

Each cloud provider offers several VM configurations, often referred to as instance types. An instance type is defined in terms of hardware metrics such as main memory, CPU (number of cores and clock frequency), available storage space, and price per hour.

![Fig. 1 Architecture overview that illustrates the roles in a cloud brokering scenario and outlines the operation of the cloud broker. [3]](image-url)
the practical evaluation in this paper is focused on the static approach and a fixed-size service use case, whereas dynamic cloud scheduling mechanisms will be investigated in future work.

To handle the second task of the cloud broker, the Virtual Infrastructure Manager (VIM) provides an abstraction layer on top of the heterogeneous set of clouds, where each cloud has a different interface. This component is responsible for the deployment of each VM in the selected cloud as specified by the VM template, as well as for the management of the VM life-cycle. The VIM caters for user interaction with the virtual infrastructure by making the respective IP addresses of the infrastructure components available to the user once it has deployed all VMs. In this way, the user has a uniform view of the resources and is unaware of their distribution across the clouds. Furthermore, the resources can be accessed using standard applications, e.g., a secure shell or batch queue system.

The current cloud market, constituted by many different public cloud providers, is highly fragmented in terms of interfaces, pricing schemes, virtual machine offers and value added features. In this context, a cloud broker can provide intermediation and aggregation capabilities to enable users to deploy their virtual infrastructures across multiple clouds. However, most current cloud brokers do not provide advanced service management capabilities to make automatic decisions, based on optimization algorithms, about how to select the optimal cloud to deploy a service, how to distribute optimally the different components of a service among different clouds, or even when to move a given service component from a cloud to another to satisfy some optimization criteria. [3]

The architecture is supported by a central database and has three main components: the Cloud manager, which collects information from cloud providers; the Scheduler, which reads the user description file, invokes the selected scheduling strategy, and makes the placement decision; and the VM manager, which performs the deployment action. The architecture has two main actors: the administrator and the user of the cloud broker. The former adjusts the broker configuration options (available clouds, instances types from each cloud, pricing information, etc.) before the execution’s beginning; and the latter receives information from the broker and specifies a new service to deploy among available clouds, describing it through a service description file. A service is a set of components each one composed by a number of virtual machines, a scheduling strategy, an optimization criteria, and some particular restrictions. The service description file contains detailed information about the service to deploy by the broker, such as the components of the service, optimization criteria, scheduling policies to use, scheduling constraints or type of instances to use. For example: Component 1: web server front–end; Component 2: data-base servers; Component 3: application servers (back-ends); Component 4: file server, with a list of images (e.g. AMI in Amazon Fig. 1. Cloud brokering architecture overview.

EC2) associated with each component in each cloud to use, a list of post-configuration files for each service component (if necessary),and timing information (e.g. service start and end times).The architecture components’ functionality is the following: the Cloud manager periodically collects information about instances availability and instances price for each instance in the database. It obtains this information from each particular cloud provider and acts as a pricing interface for users, updating the database when new information is available. This is specially useful in dynamic price case, in which it is necessary to have these prices updated. The Scheduler is responsible for making the placement decision.

This paper is oriented to the development of various scheduling strategies based on different criteria that will be integrated with this component. Its way of working is the following:

• It receives each new service from the database and reads its service description file to make an optimal placement decision.
• Before each decision, the scheduler obtains information about clouds, instances, prices, and others from the database, and invokes to the particular scheduling strategy specified in the service description and its features (static or dynamic scheduling, optimization criteria or restrictions).
• Then, it decides which set of VM has to be deployed in which cloud, and updates the database preparing it for a reading from the VM manager module.

The VM manager performs two main actions: the deployment of the virtual resources of a service across a set of cloud providers, and management and monitoring of these virtual resources. Both actions are addressed using a VM managing interface based on Deltacloud. Nowadays there are lot of cloud managers, such as Open Nebula among others, which interoperates perfectly with Delta cloud. As an example, the VM manager periodically reads the database, uses the accounting information available to access to each cloud, and submits the VM in pending state or shutdowns the VM in cancelled state. It also monitors the deployed VMs collecting data about CPU, memory and network usage of each one, which is continuously updated in the database.[1]

### Hybrid clouds

<table>
<thead>
<tr>
<th>Table 1</th>
<th>User requests classes of e-Learning services</th>
</tr>
</thead>
<tbody>
<tr>
<td>QoS</td>
<td>SLA</td>
</tr>
<tr>
<td>Participants/CPU</td>
<td>≥25</td>
</tr>
<tr>
<td>Duration/execution</td>
<td>1–3 days</td>
</tr>
<tr>
<td>VideoHD</td>
<td>≥45GB</td>
</tr>
<tr>
<td>Quality bandwidth</td>
<td>≤1,080</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>User requests classes of risk assessment services</th>
</tr>
</thead>
<tbody>
<tr>
<td>QoS</td>
<td>SLA</td>
</tr>
<tr>
<td>Duration/execution</td>
<td>≤1 month</td>
</tr>
<tr>
<td>Asset num.</td>
<td>Not</td>
</tr>
<tr>
<td>CPU, HD</td>
<td>Limited</td>
</tr>
<tr>
<td>RAM</td>
<td>≥4GB</td>
</tr>
<tr>
<td>Security/cloud</td>
<td>High</td>
</tr>
</tbody>
</table>

In Fig. 2 the architecture of the brokering tool in hybrid clouds is shown. The user interacts with the tool via a Web interface that specifies the service he/she needs and the desired level of QoS (1), as defined in Tables 1 and 2. These parameters are sent to the Broker’s scheduler which translates them in the proper SLA specification, corresponding to one of the six pre-defined VM templates, and interacts with the private Cloud to obtain the resource status (2). This interaction is not possible, in general, with the public Clouds, which only provide the ability to launch pre-defined VM templates and monitor them. It is also to be considered that such information would also be not necessary, because usually public Clouds have enough resources to satisfy most of the requests. The broker scheduler then
decides where to allocate the E and R3 requests on the basis of the policies described in Sect. 5 that consider the status information, the type of service, and the required QoS, and issues the launch command on the selected Cloud using the proper API. [4]

Fig 2. The architecture of the brokering tool and its interaction with users in hybrid clouds [4]

Related works
We focus this section in two ways: the efforts made in the development of cloud brokers; and current research works in the field of cloud brokering which exhibit the improvement potential obtained when using cloud brokering middleware. Some private companies offer brokering solutions in the current cloud market, such as Right Scale or Spot Cloud among others. For instance: Right Scale offers a private cloud middleware that provides a cloud management platform for control, administration, and life-cycle support of cloud deployments across multiple clouds. It includes an adaptable automation engine that automatically adapts the deployment to certain events in a pre-established way. In addition, it includes a multi-cloud engine that interacts with cloud infrastructure APIs and manages the unique requirements of each cloud. Customers can select, migrate, and monitor cloud resources from a single management environment. RightScale supports clouds from Amazon Web Services, Eucalyptus Systems, Go Grid, and VMware.

Another example is Spot Cloud, which provides a structured cloud capacity marketplace where service providers sell the extra capacity they have and the buyers can take advantage of cheaper rates selecting the best service provider at each moment. The broker we propose also offers this feature but in an automated way, without checking manually the prices of each cloud provider at each moment. Thus, optimization algorithms can be used to select the best way to place the VM according to the actual rates of all the cloud service providers.

On the other hand, there are also open source brokering middleware available in the market, such as Aeolus [20], an open source, Ruby-written cloud management software sponsored by Red Hat which runs on Linux systems. As a management software, Aeolus allows users to choose between private, public or hybrid clouds, using Delta Cloud cross-cloud abstraction library for making it possible. It has four different components: Conductor, which provides cloud resources to users, manage users’ access to and use of those resources, and control users’ instances in clouds. This lets users make intelligent choices about which cloud to use; Composer, which allows users to build cloud-specific images from generic templates, so that they can choose clouds freely using compatible images; Orchestrator, which provides a way to manage clumps of instances in an organized way. [1]

Hybrid Clouds couple the scalability offered by public Clouds with the greater control supplied by private ones. A (hybrid) Cloud broker acting as an intermediary between users and providers of public Cloud services, may support customers in the selection of the most suitable offers, optionally adding the provisioning of dedicated services with higher levels of quality. [2]

Conclusion
To help the user to cope with such a variety of interfaces, instance types, and pricing models, cloud brokers have emerged as a powerful tool to serve as intermediary between end users and cloud providers. A cloud broker can provide a uniform interface independently of the particular cloud provider technology, can collect automatically information from providers (instance availability, prices, etc.), and can help cloud users to choose the right platforms when deploying their services across multiple clouds, also allowing them to switch between platforms to get the best conditions. [1]
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