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ABSTRACT
The use of document summarization allows a user to get a sense of the content of full document, or to know its information content without reading all sentences within the document. Data reduction helps user to find the required information quickly without having to waste time in reading the whole document. This paper presents a method to generate a summary from the original document. And the method includes several characteristics such as sentence-id, position of each term in a sentence, term frequency, sentence similarity measure and weight of each and every sentence. To solve the optimization problem differential evolution (DE) algorithm is used, which can choose the optimal summary. DE algorithm is based on a fitness function and selection of fitness function is crucial for the good performance of DE algorithm.

1. Introduction
Summarization is the process of reducing a text document in order to create a summary where, the number of lines of the summarized document is less than that of the original document. It retains the most important points of the original document. It is an abbreviated and accurate representation of a text that keeps the most essential contents present in it. It can be considered as a true substitute of the document, giving its outline in brief. The primary function of a summary is to indicate and predict the structure and content of the text thereby saving the user’s time; without the need of actually going through the entire document. Automatic document summarization is an important research area in natural language processing (NLP). The technology of automatic document summarization is developing and may provide a solution to the information overload problem.

Document summarization tasks can be classified into single-document and multi-document summarization. In single document summarization, the summary of only one document is to be built, while multi-document summarization is aims at extracting major information from multiple documents [6, 8]. This paper describes single document summarization.

Xiaojuan Zhao et al. [2] proposed a new method of query-focused multi-document summarization based on genetic algorithm, genetic algorithm is used to extract the sentences to form a summary, and it is based on a fitness function formed by three factors. The proposed method can improve the performance of summary.

Yan-Xiang He et al. [1] proposed multi-document summarizer using genetic algorithm-based sentence extraction (MSBGA) regards summarization process as an optimization problem where the optimal summary is chosen among a set of summaries formed by the conjunction of the original articles sentences. To solve the NP hard optimization problem, MSBGA adopts genetic algorithm, which can choose the optimal summary on global aspect. The evaluation function employs four features according to the criteria of a good summary: satisfied length, high coverage, high informativeness and low redundancy. To improve the accuracy of term frequency, MSBGA employs a novel method TFS, which takes word sense into account while calculating term frequency.

Cristina Lopez-Pujalte et al. [4] proposed Order-Based Fitness Function for Genetic Algorithms Applied to Relevance Feedback. Recently there have been appearing new applications of genetic algorithms to information retrieval, most of them specifically to relevance feedback. The evolution of the possible solutions is guided by fitness functions that are designed as measures of the goodness of the solutions. These functions are naturally the key to achieving a reasonable improvement, and which function is chosen most distinguishes one experiment from another. In previous work, we found that, among the functions implemented in the literature, the ones that yield the best results are those that take into account not only when documents are retrieved, but also the order in which they are retrieved.

You Ouyang et al. [3] proposed a study on position information in document summarization. Position information has been proved to be very effective in document summarization, especially in generic summarization. Existing approaches mostly consider the information of sentence positions in a document, based on a sentence position hypothesis that the importance of a sentence decreases with its distance from the beginning of the document. In this paper, we consider another kind of position information, i.e., the word position information, which is based on the ordinal positions of word appearances instead of sentence positions. An extractive summarization model is proposed to provide an evaluation framework for the position information. The resulting systems are evaluated on various data sets to demonstrate the effectiveness of the position information in different summarization tasks.

This paper proposed a new method of document summarization based on differential evolution algorithm, DE is used to extract the sentence to form a summary and it is based on a fitness function formed by sentence similarity factor.

The rest of the paper is organized as follows. Section 2 details system overview. Section 3 details differential evolution algorithm. Section 4 describes the application of the proposed...
algorithm on a sample test collection and evaluation result finally; we end this paper with conclusion.

2. System Overview

Our summarization system is designed with the extractive framework. Important sentences are extracted and reorganized to form a summary. Thus the whole system is divided into three modules: pre-processing, processing, and summary generation. The flowchart is as figure 1.

![Figure 1: System Flowchart](image)

2.1 Pre-processing

In pre-processing, many patterns are used to reduce one or few words from the original sentences without losing much information. Then, document is segmented into sentences.

2.2 Processing

In processing step, Differential evolution algorithm is used to extract summary sentences. Here sentences of a document are modeled as vectors [9] using vector space model. The execution of the differential evolution is similar to other evolutionary algorithms like genetic algorithms or evolution strategies. The evolutionary algorithms differ mainly in the representation of parameters (usually binary strings are used for genetic algorithms while parameters are real-valued for evolution strategies and differential evolution) and in the evolutionary operators.

![Figure 2: DE Algorithm Procedure](image)

2.3 Summary Generation

Our aim is to find a summary using DE algorithm. Here in this paper, initial population for DE algorithm is the term frequency matrix (vsm). Here we have used Cosine similarity to measure similarity between two vectors of n-dimensions by finding the cosine of the angle between them. The method of tf-idf is easier to calculate the cosine of the angle between the vectors.

For sentences \( S_i = [p_1, p_2, \ldots, p_k] \) and \( S_j = [q_1, q_2, \ldots, q_k] \), the sentence similarity is computed as:

\[
 Sim(S_i, S_j) = \frac{\sum_{k} p_k \times q_k}{\sqrt{\sum_{k} p_k^2} \times \sqrt{\sum_{k} q_k^2}}
\]  

(1)

3. Result Analysis:

Here we have generate a summary by taking a paragraph from our system and from an automatic summarizer and then compared it. In our system, to reduce the length of the summary we are taking a threshold value (depending upon the weight of each summary sentence).

If weight of the sentence is less than the threshold value, then it should be deleted from the summary. After comparing our summary with Automatic Summarizer and Microsoft word summarizer summary, our summary gives meaningful information as well as the better summary than the other summary generated by the Automatic summarizer and Microsoft word summarizer.

The summary generated by our proposed system is given below in fig. 3.

![Figure 3: Summary generated using DE algorithm](image)

Summary generated according to the no of sentences entered in the summarizer is given below in fig. 4.

![Figure 4: Summary generated by automatic summarizer](image)

Summary generated according to the percentage of total sentence from the original document by using Microsoft word summarizer is given below in fig. 5.
4. Conclusion

Evaluation result of Document Summarization using DE algorithm is an effective method. We take sentence similarity into account while designing the evaluation function for DE, which is helpful to improve the performance of summarization. We will work on multi-document summarization and other algorithms in our future work to improve the performance of summary.
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